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Abstract 

 
Outlier identification is a crucial field within data mining that focuses on identifying data points that 

significantly depart from other patterns in the data. Outlier identification may be categorized into formal and 

informal procedures. This article discusses informal approaches, sometimes known as labelling methods. The 

study focused on the analysis of real-time medical data to identify outliers using outlier labelling techniques. 

Various labelling approaches are used to calculate realistic situations in the dataset. Ultimately, using the 

anticipated outcomes of the outliers is a more suitable approach for addressing the needs of the larger 

populations. 
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1 Introduction 
 

Data mining is the process of extracting concealed predictive insights from extensive datasets. Outlier detection 

is a potent data mining approach. Various writers have provided various definitions for outliers. Hawkins [1] 

defines an outlier as "an observation that deviates significantly from other observations, leading to suspicions 

that it was generated by a different mechanism." Outliers, in the context of data mining and statistics, are also 

known as discordance, deviants, abnormalities, or anomalies (Aggarwal, 2005). Tietjen and Moore [2] 

demonstrated the issues associated with the repeated use of a method or technique, as well as the phenomenon 

of "masking". In their study, Thomas et al. [3] outlined a test protocol that was seen to have an impact on the 

interlaboratory standard deviations (SDs), rather than the averages. It has been shown that even a modest 

number of variations in the number of outliers may significantly alter the standard deviation. Rousseeuw and 

Croux [4] introduced an alternate approach to the Mean Absolute departure technique (MAD), which calculates 

the average departure from the median. In a recent work, [5] conducted a comparison of several formal 

approaches for identifying outliers. According to Leys et al. [6] the standard deviation approach was deemed 

unsuitable for outlier identification and was hence regarded a subpar method. The MAD approach was used as a 

robust estimator for calculating the median absolute deviation around the median. Obikee et.al. (2014) 

conducted a comparison of several outlier detection strategies, including the modified Z-Scores method. This 

method was used in simulation research using a normal distribution produced from a disease group dataset.  

 

Iglewicz and Hoaglin [7] classified the three subsequent matters concerning outliers. 

 

1.  Outlier labelling involves identifying data points that are likely to be errors and do not fit well with the 

distributional model. These points need to be further examined. 

2.  Outlier accommodation refers to the use of robust statistical methods that are not considerably affected by 

outliers. If we cannot confirm that suspected outliers are erroneous data, should we modify our statistical 

methodology to better include these observations? 

3.  Outlier identification is a procedure used to formally determine if data may be categorized as outliers. 

This study focuses on the outlier labelling method and the difficulties related to detecting outliers. 

 

2 Methods and Materials 
 

In this paper, several outlier labeling methods are used namely Z-Score, Modified Z-Scores, Median Absolute 

Deviation (MADe) and Tukey Method (Boxplot). 

 

2.1 Z – Score 
 

The Z-score approach, which use the mean and standard deviation, may be employed to find outliers in the 

sample. 

 

𝑍𝑠𝑐𝑜𝑟𝑒 𝑖 =  
𝑥𝑖− �̅�

𝑠
  , where 𝑋𝑖  ~ 𝑁 (𝜇, 𝜎2) , and  𝑠 =  √

1

𝑛−1
 ∑ 𝑥𝑖 − �̅�2𝑛

𝑖=1  . 

 

The Z-scores are derived from the assumption that X is normally distributed.  

𝑁(𝜇, 𝜎2)  then Z follows a standard normal distribution, 𝑧 =  
𝑥− 𝜇

𝜎
~ 𝑁(0,1)  and Z-scores that exceed 3 in 

absolute value are generally considered as outliers. 

 

2.2 Modified Z-Scores 
 

The previous issue of Z-Scores used two estimators, namely the sample mean (x) and the sample standard 

deviation (s), which might be influenced by a small number of extreme values or even a single extreme value. In 

order to address this issue, the updated Z-Scores use the median and the median absolute deviation (MAD) 

instead of the sample's mean and standard deviation, respectively [7]. 

 

𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛 |𝑥𝑖 − �̃�| , where �̃� is the sample median. 

𝑀𝑖 =  
0.6745(𝑥𝑖− 𝑥)

𝑀𝐴𝐷
  , where E(MAD) = 0.675σ for large normal data. 
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Lglewicz and Hoaglin, [7] suggested that observations are labeled outliers when |𝑀𝑖| > 3.5  through the 

simulation based on pseudo – normal observations for sample size of 10, 20, and 40. The 𝑀𝑖  score is effective 

for normal data in the same way as the Z-score [8,9]. 

 

2.3 Median Absolute Deviation (MADe) 
 

The Median Absolute Deviation (MADe) technique is a fundamental robust approach that is very resistant to the 

influence of extreme values in a dataset. This strategy has resemblance to the SD method. Instead of using the 

mean and standard deviation, this technique uses the median and MADe. The term is defined in the following 

manner: 

 

2𝑀𝐴𝐷𝑒𝑀𝑒𝑡ℎ𝑜𝑑 ∶ 𝑀𝑒𝑑𝑖𝑎𝑛 ± 2𝑀𝐴𝐷𝑒  

3𝑀𝐴𝐷𝑒𝑀𝑒𝑡ℎ𝑜𝑑 ∶ 𝑀𝑒𝑑𝑖𝑎𝑛 ± 3𝑀𝐴𝐷𝑒  

 

Where 𝑀𝐴𝐷𝑒 = 1.483 × 𝑀𝐴𝐷 for large normal data and is an estimator of the spread in a data similar to the 

standard deviation. 

 

𝑀𝐴𝐷 = 𝑚𝑒𝑑𝑖𝑎𝑛 |𝑥𝑖 − 𝑚𝑒𝑑𝑖𝑎𝑛(𝑥)|,            i = 1,2,……,n 

 

The MAD is scaled by a factor of 1.483 it also similar to the standard deviation in normal distribution or 

Absolute Deviation around the Median as stated in the title is a robust measure of central tendency [10,11]. 

 

2.4 Tukey’s method (box plot) 
 

Tukey's Method, which involves generating a boxplot, is a well-recognized and straightforward graphical 

method used to visually represent information about continuous univariate data. This includes important 

statistics like as the median, lower quartile, higher quartile, lower extreme, and upper extreme of a given dataset. 

This approach utilizes the interquartile range to identify and exclude very high or low values, hence detecting 

outliers. The formulas are: 

 

𝐿𝑜𝑤 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠 =  𝑄1 − 1.5 (𝑄3 −  𝑄1) =  𝑄1 − 1.5 𝐼𝑄𝑅 

𝐻𝑖𝑔ℎ 𝑂𝑢𝑡𝑙𝑖𝑒𝑟𝑠 =  𝑄1 + 1.5 ( 𝑄3 −  𝑄1) =  𝑄1 + 1.5 𝐼𝑄𝑅 

 

Where 𝑄1 = 𝐹𝑖𝑟𝑠𝑡 𝑄𝑢𝑎𝑟𝑡𝑖𝑙𝑒, 𝑄3 = 𝑇ℎ𝑖𝑟𝑑 𝑄𝑢𝑎𝑟𝑡𝑖𝑙𝑒, IQR = Interquartile range 

These equations provide two distinct values, sometimes referred to as "fences". A barrier that segregates the 

extreme values from the majority of the data. 

 

3 Computation Results and Discussion 
 

In this study the datasets are taken from Career Institute of Medical Sciences and Hospital, Utter Pradesh. Here 

for illustration 100 observations are considered for the study. The variable Blood Pressor in mm is taken. It has 

computed with Z-score and Modified Z-score labeling methods and Median Absolute Deviation (MADe). The 

given methods are computed by SPSS V29 Software. From several labeling methods we employed Z-score, 

Modified Z-score and Median Absolute Deviation (MADe) for identifying outliers in the data set [12].  

 

3.1 Z-Score 
 

In Table 1, case 1 with all data has included, it appears that the value 99 and 100 are outliers, yet no 

observations exceed the absolute value 3. For case 2, the most extreme value 99 and 100 have excluded in the 

data, 96, 97 and 98 has considered as outliers [13]. 

 

3.2 Modified Z-Score 
 

For this method, the computation results are tabulated below and it is compared with Z-score. Table 2 shows 

that the computed data value of the modified Z-Scores |Mi| > 3.5 in absolute value, out of these, these 5 

observations (260, 260, 260, 390, 400) may well be outliers. 
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Table 1. Computation and masking problem of the Z-Score 

 

Case - 1   (𝒙 = 𝟏𝟒𝟓. 𝟖𝟔, 𝒔𝒅 = 𝟒𝟓. 𝟑𝟓𝟓) Case - 2   (𝒙 = 𝟏𝟒𝟎. 𝟕𝟖, 𝒔𝒅 = 𝟐𝟖. 𝟏𝟔𝟎)  

ID xi Z - Score ID xi Z - Score ID xi Z - Score ID xi Z - Score 

1 101 -0.9891 51 140 -0.1292 1 101 -1.41247 51 140 -0.02754 

2 104 -0.92295 52 140 -0.1292 2 104 -1.30594 52 140 -0.02754 

3 108 -0.83476 53 140 -0.1292 3 108 -1.16389 53 140 -0.02754 

4 108 -0.83476 54 140 -0.1292 4 108 -1.16389 54 140 -0.02754 

5 110 -0.79066 55 140 -0.1292 5 110 -1.09287 55 140 -0.02754 

6 110 -0.79066 56 140 -0.1292 6 110 -1.09287 56 140 -0.02754 

7 110 -0.79066 57 140 -0.1292 7 110 -1.09287 57 140 -0.02754 

8 110 -0.79066 58 140 -0.1292 8 110 -1.09287 58 140 -0.02754 

9 110 -0.79066 59 140 -0.1292 9 110 -1.09287 59 140 -0.02754 

10 110 -0.79066 60 140 -0.1292 10 110 -1.09287 60 140 -0.02754 

11 114 -0.70247 61 142 -0.08511 11 114 -0.95083 61 142 0.04348 

12 115 -0.68042 62 142 -0.08511 12 115 -0.91531 62 142 0.04348 

13 117 -0.63632 63 142 -0.08511 13 117 -0.84429 63 142 0.04348 

14 118 -0.61427 64 144 -0.04101 14 118 -0.80878 64 144 0.1145 

15 118 -0.61427 65 145 -0.01896 15 118 -0.80878 65 145 0.15002 

16 120 -0.57017 66 145 -0.01896 16 120 -0.73776 66 145 0.15002 

17 120 -0.57017 67 148 0.04718 17 120 -0.73776 67 148 0.25655 

18 120 -0.57017 68 150 0.09128 18 120 -0.73776 68 150 0.32757 

19 120 -0.57017 69 150 0.09128 19 120 -0.73776 69 150 0.32757 

20 120 -0.57017 70 150 0.09128 20 120 -0.73776 70 150 0.32757 

21 120 -0.57017 71 150 0.09128 21 120 -0.73776 71 150 0.32757 

22 120 -0.57017 72 150 0.09128 22 120 -0.73776 72 150 0.32757 

23 120 -0.57017 73 150 0.09128 23 120 -0.73776 73 150 0.32757 

24 120 -0.57017 74 150 0.09128 24 120 -0.73776 74 150 0.32757 

25 120 -0.57017 75 150 0.09128 25 120 -0.73776 75 150 0.32757 

26 124 -0.48198 76 150 0.09128 26 124 -0.59572 76 150 0.32757 

27 125 -0.45993 77 152 0.13538 27 125 -0.5602 77 152 0.39859 

28 125 -0.45993 78 152 0.13538 28 125 -0.5602 78 152 0.39859 

29 125 -0.45993 79 160 0.31177 29 125 -0.5602 79 160 0.68268 

30 125 -0.45993 80 160 0.31177 30 125 -0.5602 80 160 0.68268 

31 125 -0.45993 81 160 0.31177 31 125 -0.5602 81 160 0.68268 

32 128 -0.39379 82 160 0.31177 32 128 -0.45367 82 160 0.68268 

33 128 -0.39379 83 160 0.31177 33 128 -0.45367 83 160 0.68268 

34 130 -0.34969 84 160 0.31177 34 130 -0.38265 84 160 0.68268 

35 130 -0.34969 85 160 0.31177 35 130 -0.38265 85 160 0.68268 

36 130 -0.34969 86 164 0.39996 36 130 -0.38265 86 164 0.82473 

37 130 -0.34969 87 165 0.42201 37 130 -0.38265 87 165 0.86024 

38 130 -0.34969 88 170 0.53225 38 130 -0.38265 88 170 1.03779 

39 130 -0.34969 89 170 0.53225 39 130 -0.38265 89 170 1.03779 

40 130 -0.34969 90 170 0.53225 40 130 -0.38265 90 170 1.03779 

41 132 -0.30559 91 170 0.53225 41 132 -0.31163 91 170 1.03779 

42 132 -0.30559 92 172 0.57635 42 132 -0.31163 92 172 1.10881 

43 132 -0.30559 93 174 0.62045 43 132 -0.31163 93 174 1.17984 

44 134 -0.2615 94 178 0.70864 44 134 -0.24061 94 178 1.32188 

45 134 -0.2615 95 178 0.70864 45 134 -0.24061 95 178 1.32188 

46 134 -0.2615 96 260 2.51662 46 134 -0.24061 96 260 4.23378 

47 135 -0.23945 97 260 2.51662 47 135 -0.20509 97 260 4.23378 

48 136 -0.2174 98 260 2.51662 48 136 -0.16958 98 260 4.23378 

49 138 -0.1733 99 390 5.38293 49 138 -0.09856 99 -   - 

50 138 -0.1733 100 400 5.60341 50 138 -0.09856 100 -   - 
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Table 2. Computation of Z-Scores compared with the modified Z-Scores 

 

ID xi Z - Score Modified 

Z - Score 

ID xi Z - Score Modified 

Z - Score Case - 1 Case - 2 Case - 1 Case - 2 

1 101 -0.9891 -1.41247 -1.83 51 140 -0.1292 -0.02754 0.05 

2 104 -0.92295 -1.30594 -1.69 52 140 -0.1292 -0.02754 0.05 

3 108 -0.83476 -1.16389 -1.49 53 140 -0.1292 -0.02754 0.05 

4 108 -0.83476 -1.16389 -1.49 54 140 -0.1292 -0.02754 0.05 

5 110 -0.79066 -1.09287 -1.4 55 140 -0.1292 -0.02754 0.05 

6 110 -0.79066 -1.09287 -1.4 56 140 -0.1292 -0.02754 0.05 

7 110 -0.79066 -1.09287 -1.4 57 140 -0.1292 -0.02754 0.05 

8 110 -0.79066 -1.09287 -1.4 58 140 -0.1292 -0.02754 0.05 

9 110 -0.79066 -1.09287 -1.4 59 140 -0.1292 -0.02754 0.05 

10 110 -0.79066 -1.09287 -1.4 60 140 -0.1292 -0.02754 0.05 

11 114 -0.70247 -0.95083 -1.2 61 142 -0.08511 0.04348 0.14 

12 115 -0.68042 -0.91531 -1.16 62 142 -0.08511 0.04348 0.14 

13 117 -0.63632 -0.84429 -1.06 63 142 -0.08511 0.04348 0.14 

14 118 -0.61427 -0.80878 -1.01 64 144 -0.04101 0.1145 0.24 

15 118 -0.61427 -0.80878 -1.01 65 145 -0.01896 0.15002 0.29 

16 120 -0.57017 -0.73776 -0.92 66 145 -0.01896 0.15002 0.29 

17 120 -0.57017 -0.73776 -0.92 67 148 0.04718 0.25655 0.43 

18 120 -0.57017 -0.73776 -0.92 68 150 0.09128 0.32757 0.53 

19 120 -0.57017 -0.73776 -0.92 69 150 0.09128 0.32757 0.53 

20 120 -0.57017 -0.73776 -0.92 70 150 0.09128 0.32757 0.53 

21 120 -0.57017 -0.73776 -0.92 71 150 0.09128 0.32757 0.53 

22 120 -0.57017 -0.73776 -0.92 72 150 0.09128 0.32757 0.53 

23 120 -0.57017 -0.73776 -0.92 73 150 0.09128 0.32757 0.53 

24 120 -0.57017 -0.73776 -0.92 74 150 0.09128 0.32757 0.53 

25 120 -0.57017 -0.73776 -0.92 75 150 0.09128 0.32757 0.53 

26 124 -0.48198 -0.59572 -0.72 76 150 0.09128 0.32757 0.53 

27 125 -0.45993 -0.5602 -0.67 77 152 0.13538 0.39859 0.63 

28 125 -0.45993 -0.5602 -0.67 78 152 0.13538 0.39859 0.63 

29 125 -0.45993 -0.5602 -0.67 79 160 0.31177 0.68268 1.01 

30 125 -0.45993 -0.5602 -0.67 80 160 0.31177 0.68268 1.01 

31 125 -0.45993 -0.5602 -0.67 81 160 0.31177 0.68268 1.01 

32 128 -0.39379 -0.45367 -0.53 82 160 0.31177 0.68268 1.01 

33 128 -0.39379 -0.45367 -0.53 83 160 0.31177 0.68268 1.01 

34 130 -0.34969 -0.38265 -0.43 84 160 0.31177 0.68268 1.01 

35 130 -0.34969 -0.38265 -0.43 85 160 0.31177 0.68268 1.01 

36 130 -0.34969 -0.38265 -0.43 86 164 0.39996 0.82473 1.2 

37 130 -0.34969 -0.38265 -0.43 87 165 0.42201 0.86024 1.25 

38 130 -0.34969 -0.38265 -0.43 88 170 0.53225 1.03779 1.49 

39 130 -0.34969 -0.38265 -0.43 89 170 0.53225 1.03779 1.49 

40 130 -0.34969 -0.38265 -0.43 90 170 0.53225 1.03779 1.49 

41 132 -0.30559 -0.31163 -0.34 91 170 0.53225 1.03779 1.49 

42 132 -0.30559 -0.31163 -0.34 92 172 0.57635 1.10881 1.59 

43 132 -0.30559 -0.31163 -0.34 93 174 0.62045 1.17984 1.69 

44 134 -0.2615 -0.24061 -0.24 94 178 0.70864 1.32188 1.88 

45 134 -0.2615 -0.24061 -0.24 95 178 0.70864 1.32188 1.88 

46 134 -0.2615 -0.24061 -0.24 96 260 2.51662 4.23378 5.83 

47 135 -0.23945 -0.20509 -0.19 97 260 2.51662 4.23378 5.83 

48 136 -0.2174 -0.16958 -0.14 98 260 2.51662 4.23378 5.83 

49 138 -0.1733 -0.09856 -0.05 99 390 5.38293  - 12.09 

50 138 -0.1733 -0.09856 -0.05 100 400 5.60341 -  12.57 
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3.3 Median absolute deviation 
 

This method was computed from the data set results as follows, from the equations Median = 139, MADe = 14. 

Here the 2 MADe method has identifying 13 outliers which are: 170, 170, 170, 170, 172, 174, 178,178, 

260,260,260, 390 and 400. Also, the 3MADe method has identifying 5 outliers which are: 260, 260,260, 390 

and 400. In Fig. 1 the extreme values above 250 clearly shown as outliers. 

 

 
 

Fig. 1. Dotplot for visualize the data with outliers 

 

Table 3. Tukey method outlier detection using IQR and box whisker plot 

 

Resting blood pressure in mm Hg on admission to the hospital 

Sample Size 100 

Mean 145.86 

Median 139.00 

Std. Deviation 45.355 

Skewness 3.829 

Std. Error of Skewness 0.241 

Kurtosis 17.882 

Minimum 101 

Maximum 400 

Suspected Outliers (Tukey, 1977) 

Outside values 260, 260,260 

Far-out values 390, 400 

 

Table 4. Number of outliers detected by different outlier labeling methods 

 

Methods Cases Cutoff Value Outliers 

Z-Score Case - 1 Zi > 3 390, 400 

Case - 2 260, 260, 260 

Modified Z-Scores MAD |Mi| > 3.5 260, 260, 260, 390, 400 

MADe 2 MADe MAD > 2 170, 170, 170, 170, 172, 174, 178,178, 

260,260,260, 390, 400 

3MADe MAD > 3 260, 260,260, 390, 400 

Tukey Method Outside values [77.5, 193.5] 260, 260, 260 

Far - out values [34, 237] 390, 400 
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Fig. 2. Box plot 

 

3.4 Tukey method 
 

The Interquartile Range (IQR) is defined as the difference between the first quartile 𝑄1 = 121 and the third 

quartile 𝑄3 = 150, resulting in an IQR of 29. The coordinates for the inner fences are [77.5, 193.5], whereas the 

coordinates for the outer fences are [34, 237]. The five extreme values, 260, 260, 260, 390 and 400 have been 

recognized as possible outliers in this approach and boxplot for the dataset. 

 

4 Conclusion  
 

A statistical analysis was conducted to examine the effectiveness of several outlier labelling approaches - Z-

Score, Modified Z-Scores, MADe, and Tukey method in finding and managing outliers. Blood Pressor dataset is 

used for this study. Intervals are often used to detect potential outliers in outlier labelling techniques that are 

specifically designed for the normal distribution. The masking issue significantly reduces the detection 

sensitivity of Z-Scores and Tukey techniques. MADe is a widely used method for identifying outliers in one-

dimensional data. It involves labelling every point that is more than two standard deviations apart as a probable 

outlier. The MADe and Modified Z-scores are used in the MAD technique. The outliers have been discovered as 

the numbers 260, 260, 260, 390 and 400 nearly five in total. However, all of the approaches are able to identify 

that the highest distant value is 390 and 400. In the MADe approach, MAD>2 identifies thirteen outliers (170, 

170, 170, 170, 172, 174, 178, 178, 260, 260, 260, 260, 390, 400) whereas MAD>3 identifies five outliers (260, 

260, 260, 390 and 400). When dealing with a single variable, the Median Absolute Deviation is a very reliable 

measure of dispersion, particularly when there are outliers present therefore, we suggest using the MADe 

approach for detecting outliers. 
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