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Abstract
Owing to the recent explosive expansion of deep learning, several challenging problems in a variety
of fields have been handled by deep learning, yet deep learning methods have been limited in their
application to the network estimation problem. While network estimation has a possibility to be a
useful method in various domains, deep learning-based network estimation has a limitation in that
the number of variables must be fixed and the estimation cannot be performed by convolutional
layers. In this study, we propose a Generative Adversarial Network (GAN) based method, called
Inverse Covariance Estimating GAN (ICEGAN), which can alleviate these limitations. In ICEGAN,
the concepts in Cycle-Consistent Adversarial Networks are modified for the problem and employed
to adopt gene expression data. Additionally, the Monte Carlo approach is used to address the fixed
size in the network estimation process. Thus, sub-networks are sampled from the entire network
and estimated by ICEGAN; then, the Monte Carlo approach reconstructs the entire network with
the estimations. In the simulation study, ICEGAN demonstrated superior performances compared
to conventional models and the ordinary GAN model in estimating networks. Specifically,
ICEGAN outperformed an ordinary GAN by 85.9% on average when the models were evaluated
using the area under curve. In addition, ICEGAN performed gene network estimation of breast
cancer using a gene expression dataset. Consequently, ICEGAN demonstrated promising results,
considering the deep learning-based network estimation and the proposed Monte Carlo approach
for GAN models, both of which can be expanded to other domains.

1. Introduction

Sparse inverse covariance estimation is a task that estimates an adjacency matrix that describes the
associations between variables from a covariance matrix. In the sparse inverse covariance matrix, the
variables and associations between variables can be represented as nodes and edges in a sparse network,
respectively. As a result, the sparse inverse covariance estimation is frequently considered synonymous with
the sparse network estimation. These networks are applied in various disciplines and problems where the
representation of interactions between variables is critical. For example, spares networks have been used for
time-series networks containing economic factors [1] and various bioinformatic challenges, including
time-to-event prediction and genome sequencing [2–5].

Numerous linear-based approaches have been investigated to estimate sparse networks [6, 7] and have
incorporated penalties on weight parameters to account for the sparsity of networks. For example, the
graphical lasso (GLASSO) approach, a lasso-based network estimation method that utilizes a covariance
matrix, is the most often used linear-based network estimation method [6]. Additionally, the sparse partial
correlation estimation (SPACE) approach and the PC algorithm are frequently used for the network
estimation [8–10].
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However, it is often challenging to apply such linear-based algorithms to a massive network with
numerous variables, because the calculation time exponentially increases with the number of variables.
Therefore, these approaches are rarely applicable to large databases, while the number of such databases has
been expanding in recent years owing to the advancements in data technology [11]. For example, considering
that human gene expression data often contain more than 20 000 genes [12, 13], these approaches are
typically applied to only a few hundred genes due to the limitations [14].

This study proposes a novel solution to the problem using a deep-learning method called inverse
covariance estimating generative adversarial network (ICEGAN). Numerous studies have sought to apply
deep learning to various problems [15–18] because of recent advancements in deep learning models.
Consequently, effective applications in image classification [19, 20], object detection [21, 22], a variety of
natural language processing challenges, including language translation [23, 24] and text generation [25, 26],
and financial portfolio management [27] have been developed.

The generative adversarial network (GAN) is a deep learning technique that has been extensively
investigated in recent years [28]. Although GAN has been recently proposed in comparison to other deep
learning models, it has already been used for a range of tasks, including image generation [29, 30], speech
generation [31], and image translation [32, 33]. Additionally, by utilizing the adversarial learning process
inherent in GAN, cycle-consistent GAN (CycleGAN) [32] effectively handles the problem of style transfer,
which involves transferring an item to another style while retaining the primary properties of an object.
CycleGAN can be used to create an image filter that converts a photograph into a piece of artwork [32].

The proposed model, ICEGAN, is inspired by the concept that the sparse network estimation problem
can be viewed as a style transfer problem in which the covariance and the adjacency matrices represent two
distinct styles of the same item, i.e. latent associations between variables. As a result, by employing
covariance matrices as inputs, a CycleGAN model can address the problem of sparse network estimation.
However, the standard CycleGAN model has a restriction in that both training and test data must be the
same size. For instance, if a CycleGAN model is trained with 100 variables, which corresponds to a
covariance matrix of size 100× 100, the model can only estimate networks with 100 nodes. Consequently,
each model for each number of variables must be constructed using the standard CycleGAN.

This problem is handled in ICEGAN using a Monte Carlo approach with a fixed-size GAN model to
accommodate networks of specific sizes [34]. We trained a simple GANmodel to convert a covariance matrix
to an adjacency matrix. Then, a random subset of the network’s variables is chosen, and the trained model
estimates the edges between the subset of variables. This procedure was performed several times with the
random variable; after that, the estimations for each edge were averaged.

In this study, we propose two novel concepts: (1) ICEGAN, which introduces style transfer algorithm in
network estimation problem; (2) implementing Monte Carlo simulation methods in deep learning
architecture. Here, ICEGAN and the Monte Carlo approach for the network estimation are examined using
simulation and gene expression data. Latent networks and relationships between variables are hypothesized
in the simulation study, and simulation data are then constructed according to the network. The ICEGAN
model was assessed to determine whether it is capable of estimating the network using simulation data.
Additionally, the model was tested against actual breast cancer gene expression data, which suggests an
intriguing possibility.

2. Background

A GAN is a subtype of a deep learning model in which two adversarial neural networks are combined.
During the training process, the minimax game is played between a generator and a discriminator. The
objective of the generator is to produce realistic synthetic samples that closely resemble the input distribution
from the known distribution. By contrast, the objective of the discriminator is to distinguish between fake
and true samples. The target function below implements this minimax game between two adversarial agents:

Q= min
G

max
D

∑
(logD(x)+ log(1−D(G(z)))) ,

where D and G indicate the discriminator and generator, respectively, and z is the input for the generator,
which is generally a Gaussian noise.

However, training a GAN using the conventional loss function is unstable and frequently fails to achieve
Nash equilibrium, which is the global optimum of the generator and discriminator. Numerous techniques
have been developed to address this shortcoming of typical GANs, including Wasserstein GANs [35] and
spectral normalization (SN) [36].
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In addition, when the GAN model is used to solve the style transfer problem, training distributions by
the generator are substituted by the input style, and the generator is trained to convert the input style to the
output style. As the baseline structure for the proposed model, we used a primitive version of the CycleGAN
method suitable for style transfer using paired training data [33]. The objective function below implements
the CycleGAN minimax game for the generator and discriminator:

Q∗ = min
G

max
D

Q(G,D)+ λEx,z [∥x−G(z)∥1] ,

where x denotes a sample in the target style, and z is a sample in the input style instead of Gaussian noise.
This objective function attempts to minimize both the L1-loss of the generator and to the conventional target
of the GAN.

3. Material andmethods

3.1. Inverse covariance estimation
The inverse covariance estimation of the proposed model can be regarded as a style transfer problem in
CycleGAN. A network can be represented by an adjacency matrix containing values of 0 and 1. In an
adjacency matrix, a value of 1 between a row and column indicates a connection between the variables,
thereby representing networks with the matrix. Generally, such an adjacency matrix can be estimated from a
covariance matrix. Therefore, covariance matrices and adjacency matrices are considered as the two styles in
a style transfer problem, which can be handled by CycleGAN.

Despite the similarity between the inverse covariance estimation and the style transfer problem with
images, it is not suitable to handle the inverse covariance estimation with CycleGAN. The main difference
between these problems is the neighborhood correlation in the sample matrix. While an image guarantees
associations between neighboring pixels (i.e. neighbor elements in a matrix), a covariance matrix and
adjacency matrix cannot define the neighborhood, and the order of the variable in those matrices is simply
random or the order of observation. Thus, whereas convolutional neural networks are extensively used to
address image applications [19, 20], the generator and discriminator in the proposed model use fully
connected layers, which is in stark contrast to existing style transfer GAN models.

Generally, the proposed ICEGAN follows the concept of CycleGAN training. Specifically, the inverse
covariance estimation by ICEGAN is performed using two independent generators and one discriminator.
One generator converts the covariance matrix to the corresponding adjacency matrix, and the other
generator converts the adjacency matrix to the covariance matrix. These steps are similar to the process of the
CycleGAN. The discriminator was trained to classify pairs of fake and real samples. A pair of an estimated
adjacency matrix and a real covariance matrix and a pair of a real adjacency matrix and an estimated
covariance matrix are two types of pairs with fake samples. Using these pairs, the discriminator is trained to
classify the generated samples as fake, and the generators aim to be determined as real. Pairs of estimated
covariance matrices and estimated adjacency matrices are not used for training since the generators cannot
be trained with such a pair.

Additionally, a cycle-consistency loss was employed in ICEGAN. In the cycle-consistency loss, the
estimation was performed twice with the two generators in ICEGAN. This indicates that the covariance
matrix passes sequentially through the two generators. Then, the estimated covariance matrix with these
processes should have the same values as the original covariance matrix. Cycle-consistency loss utilizes such a
concept and aims to minimize the differences between these two matrices. In addition, the cycle-consistency
between an adjacency matrix and its estimation can be calculated using the same process. These
cycle-consistency losses were used to train the two generators in ICEGAN.

Furthermore, a feature match loss, which corresponds to the concept of pixel loss in the Pix2Pix model,
which is a primitive model of the CycleGAN, was used for the training of the generators. The feature match
loss is the L1 loss between the estimated adjacency matrices and the real adjacency matrices. Although the
generator can be trained solely with the feature match loss, applying the regulation in the connection of the
network demonstrated superior results in inverse covariance estimation [6]. While the feature match loss
generally forces the estimated adjacency matrices to be the same as real adjacency matrices, the errors
indicated by the noises in the observations and covariance matrices are handled through the adversarial and
cycle-consistency loss as the Pix2Pix model has applied adversarial GAN loss to sharpen the transferred
image [33]. This process was also conducted using the estimated covariance matrices and real covariance
matrices with the other generator.
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Figure 1. The schematic of training process of (a) the generators and (b) the discriminator of the proposed model.

The detailed loss functions are shown in the equations below:

LG1 =−EA,C[D(G1 (C) ,C)]+ λ1EA,C [∥G1 (C)−A1∥] + λ2EA,C [∥G2 (G1 (C))−C1∥] ,

LG2 =−EA,C [D(A,G2 (A))]+ λ1EA,C [∥G2 (A)−C1∥] + λ2EA,C [∥G1 (G2 (A))−A1∥] ,

LG = LG1 + LG2,

LD = 2EA,C [RELU(1−D(A,C))]+ EA,C [RELU(1+D(G1 (C) ,C))]+ EA,C [RELU(1+D(A,G2 (A)))] ,

where LG and LD represent the generator loss function and discriminator loss function, respectively, λ1 and
λ2 are hyperparameters, A denotes an adjacency matrix, C is a covariance matrix, G1 is the generator
estimating an adjacency matrix from a covariance matrix, G2 is the generator estimating a covariance matrix
from an adjacency matrix, and D indicates the discriminator.

In this study, the values of λ1 and λ2 were set to 10 and 1, respectively. To stabilize the training of the
generator and discriminator, the Wasserstein loss, hinge loss, and SN are employed [35–37], which are
state-of-the-art methods for the GAN training stabilization. An overall schematic of the training process of
the proposed ICEGAN is shown in figure 1.

The neural network architecture of the ICEGAN is elaborated in this section. The generator comprised
fully connected layers with 100 input and output dimensions and three hidden layers with 1024 nodes each.
The Rectifier Linear Unit (ReLU) function was used as an activation function for the hidden layers, and the
tanh was used as an activation function for the output layer. In addition, the discriminator was composed of
fully connected layers with 200 input dimensions, one output dimension, and two hidden layers with 2048
nodes each. The leaky ReLU function was used as an activation function for all the layers in the
discriminator. The input and output matrices were flattened during training because there was no
association between the neighboring variables in the matrices. The detailed description of the generator and
the discriminator of the ICEGAN is shown in figure 2.

The Adam optimizer [38] was used for training the generators and discriminator of the ICEGAN. The
learning rates of the Adam optimizer were set at 8× 10−4 for the discriminator and 5× 10−4 for the two
generators, respectively. The β1 and β2 values of the Adam optimizer were fixed of both optimizers at 0.9 and
0.999, respectively. Moreover, the models were trained with a batch size of 256 and for a total of
30 000 epochs.

After the estimations by ICEGAN, the Monte-Carlo approach was used to estimate a full network. The
proposed ICEGAN structure possessed a limitation that a fixed network size is required. In this study, this
issue is addressed using the Monte–Carlo approach with sub-networks sampled from an entire network. In
particular, such sub-networks are handled by ICEGAN, and the entire network is then estimated using the
Monte–Carlo approach. This process is elaborated upon in the following section.
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Figure 2. Detailed neural network architecture of the generator and discriminator of the ICEGAN.

Figure 3. The schematic of an Monte–Carlo inference process of the ICEGAN.

3.2. Sampling and integration
The sampling and integrating part of the proposed method comprises a random covariance matrix sampling
part and an estimated sampled adjacency matrix integration part. From the arbitrary size of the N × N
covariance matrix, which is larger than the K × K matrix, K random nodes were selected to build the
sampled covariance matrix, and the indexes of these nodes were memorized. ForM iterations, K × K
covariance matrix was sampled, and the K × K adjacency matrix was predicted from the covariance matrix
for each iteration. The predicted edges were recorded in the index of the N × N adjacency matrix which will
be the final prediction result of the proposed model. A schematic visualizing the actual inference step, which
is the combined process of sampling and integration, is demonstrated in figure 3.

AfterM iterations, the probability of the edges was multiplied to the N × N adjacency matrix. For the
sampled K × K matrix to be integrated into an arbitrary N × N adjacency matrix, at least N2/K2 iterations
are required to calculate the original matrix without holes. Consequently, afterM iterations, the average
absolute value of the non-diagonal edges in the N × N adjacency matrix isMK2/N2 and the average absolute
value of the diagonal edges isMK/N if the proposed inverse covariance estimator is optimal. For the sampled
K × K matrix where K = 10 in the experiment, the probability of the diagonal edges was calculated as N/MK
and the probability of the non-diagonal edges was calculated as N2/MK2 to normalize the absolute values of
the edges to 1. The detailed process is analyzed in algorithm 1.
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Algorithm 1. Monte Carlo simulation process.

Input: N × N covariance matrix C, Monte Carlo iteration numberM, K × K adjacency matrix estimator G
Output: N × N adjacency matrix A

1 ForM iterations do
2 Randomly sample K indexes a1, a2, . . .ak (an < N)
3 Build K × K covariance matrix I where Iij = Caiaj

4 Estimate K × K adjacency matrix A ′, G(I)= A ′

5 Fill in the N × N adjacency matrix Aaiaj = A ′
ij

6 Calculate the probabilities of edges Pij
7 Multiply the probability to A, Aij = PijAij

Through the process analyzed in algorithm 1, the final adjacency matrix was predicted from the input
covariance matrix.

4. Results and discussion

4.1. Fixed size toy network inverse covariance estimation
To evaluate ICEGAN, we employed toy network examples. We randomly generated the sets of undirected
networks of various sizes. A positive correlation between specific nodes is represented by 1 in the adjacency
matrix, and a negative correlation is represented by−1. With this adjacency matrix representing a network,
observations considering the linear correlation between nodes were generated with noise. The correlation
matrix was calculated from the generated observations. Finally, pairs of adjacency and correlation matrices
were used for ICEGAN. The algorithm and code used to generate the samples are presented in the
supplementary.

The inverse covariance estimation part of the proposed framework is composed of three distinct
adversarial models: two generators and one discriminator. The generators and discriminators of the
proposed framework were trained using the two generated network sets. For each set, 1000 pairs of adjacency
and covariance matrices were generated during the experiment. Out of the 1000 generated pairs, 950 pairs
were used to train the proposed method and 50 pairs were used to verify the method. Typically, 950 samples
were insufficient to train the model without accounting for overfitting. However, as noted in the Method
section, the network is not related to the order of the nodes. Consequently, by shuffling the orders of the
nodes, the training data can be augmented tremendously without changing the actual data. The detailed
augmentation process is analyzed in algorithm 2.

Algorithm 2. Network data augmentation through the order shuffle.

Input: K × K adjacency matrix A, K × K covariance matrix C
Output: K × K adjacency matrix A ′, K × K covariance matrix C ′

1 For batch size B do
2 Randomly shuffle K indexes, a1, a2, . . .ak (1⩽ an ⩽ K)
3 Augment the C ′ from C, C ′

ij = Caiaj

4 Augment the A ′ from A, A ′
i j = Aaiaj

The proposed augmentation technique could theoretically generate K! different samples from the input
matrices which are structurally the same isomorphic graphs. In the experiment, K was set as ten and 950
samples were augmented to approximately 3.4 billion samples.

Fifty pairs of matrices were tested to verify the generator that estimated the adjacency matrix from the
covariance matrix, which was trained with the augmented training samples. The area under curve (AUC)
calculated from the receiver operating characteristic (ROC) curve drawn from the true positive rate and false
positive rate were implemented to test the performance of the proposed model. A comparison results of the
proposed ICEGAN and linear-based methods is analyzed in figure 4. The AUC of the predicted network
estimated from the proposed ICEGAN was 0.938 while the AUCs of GLASSO, SPACE, and PC algorithm
were 0.869, 0.910, and 0.788 respectively, for the 10× 10 networks with an average of two degrees. The AUC
of the predicted network estimated from the ICEGAN was 0.888 while the AUCs of GLASSO, SPACE, and PC
algorithm were 0.816 and 0.821, respectively, for the 10× 10 networks with an average of three degrees. The
AUC of the predicted network estimated from the ICEGAN was 0.985 while the AUCs of GLASSO and
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Figure 4. The ROC curves of the ICEGAN and linear based network estimation method in network with 10 variables and average
degree 2 (a) and 3 (b) and with 20 variable of average degree 2 (c).

Table 1. The performance comparison results between the proposed method and other base line methods.

Method (AUC)
Condition ICEGAN Vanilla GAN Glasso Space

Variable= 100, Edge= 1 0.9990 0.5998 0.9987 0.9994
Variable= 200, Edge= 1 0.9994 0.5990 0.9991 0.9993
Variable= 500, Edge= 1 0.9997 0.5957 0.9996 0.9984
Variable= 100, Edge= 2 0.9875 0.5175 0.9699 0.9870
Variable= 200, Edge= 2 0.9918 0.5175 0.9823 0.9837
Variable= 500, Edge= 2 0.9956 0.5138 0.9905 0.9855
Variable= 100, Edge= 4 0.9164 0.4655 0.8783 0.9015
Variable= 200, Edge= 4 0.9395 0.4597 0.9112 0.9149
Variable= 500, Edge= 4 0.9595 0.4601 0.9382 0.9217

The methods that showed the best performance were highlighted as bold.

SPACE were 0.922 and 0.963, respectively, for the 20× 20 networks with an average of two degrees. The PC
algorithm was computationally infeasible for networks with larger size than 10× 10. The result implies that
the proposed graph estimation method shows superior results compared to other linear-based methods in
fixed-size graph estimation.

4.2. Arbitrary size toy network inverse covariance estimation
The results shown above verify the effectiveness of implementing ICEGAN in a fixed size network inverse
covariance estimation. However, the trained generator of the proposed ICEGAN is only capable of estimating
a fixed size network. As noted in the Method section, random sampling and integration of the input
covariance matrix with the Monte Carlo simulation process are implemented in the proposed method to
handle such limitations. Several networks with different sizes and degrees were estimated with the proposed
model to show the effectiveness of the proposed network estimation model in an arbitrary size network
estimation. Total nine different types of toy networks with three different network sizes and three different
degrees were tested with the proposed method to show the novelty of the proposed method. Undirected
networks with 100, 200, and 500 nodes with average 1, 2, and 4 edges were generated. Total 900 generated
networks, 100 networks each for the proposed conditions were tested to verify the model. The AUC
comparison results of the proposed method and other baseline methods under several conditions were
employed as the performance evaluation metrics.

Similar to the fixed size network estimation, the proposed method is compared with the GLASSO and
SPACE since the PC algorithm is computationally infeasible for the large networks. The performance of
linear based methods decreases as the size of the network and the average degree of the network increase. The
proposed ICEGAN showed at least comparable or improved performance compared to the linear based
method in all 9 conditions. The detailed comparison results are presented in table 1. In particular, as shown
in figure 5, when the network size was 100 and the number of average edges was 4, where the sparsity of the
network was the lowest, the AUC value of the proposed ICEGAN was 0.9164, which is a superior result
compared to linear based network methods. Since the performance of the linear based methods severely
deprecates as the sparsity of the network decreases, the result implies that the proposed ICEGAN can be a
more general solution for the network estimation problem.
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Figure 5. The ROC curve of the proposed method and other baseline methods with 100 variables and average 4 edges per variable.

4.3. Gene network estimation with ICEGAN
Although the proposed ICEGAN demonstrated novel results in network estimation problems, further
verification of the method using a real-world dataset is indispensable. Gene network reconstruction from
gene expression analysis is one of the real-world network estimation problem suitable for testing the
proposed method [39]. Among several gene expression data, the gene expression database of the breast
invasive carcinoma data (TCGA-BRCA) collected through The Cancer Genome Atlas projects [40] was used
to verify the efficiency of ICEGAN. We implemented ICEGAN in TCGA-BRCA gene expression data to
estimate the gene network from gene expression data. Among the 20 000 genes provided in TCGA data, we
selected 55 genes found through numerous studies to be significantly associated with the breast cancer and
used for network estimation in previous studies [35].

The gene relation network acquired with the proposed ICEGAN was investigated through the molecular
signatures database (MSigDB) to compare the estimated gene network and annotated gene sets [41, 42]. The
verification of the estimated gene network was held in a way whether the estimated network contains the real
gene sets in MSigDB. Among several gene sets related to breast carcinoma, the HP_BREAST_CARCINOMA
gene set, which is directly related to breast carcinoma was selected for the investigation [43]. The 22 genes in
the HP_BREAST_CARCINOMA gene set overlapped with genes selected to construct the gene network. The
estimated gene network and the gene set are shown in figure 6. The nodes in figure 6 are illustrated in green if
the genes are contained in the HP_BREAST_CARCINOMA gene set; otherwise, they are shown in orange.
All the edges of the network are the estimated edges of the network acquired with the ICEGAN.

As a result, CENPA was discovered as a hub gene that regulates the other genes, where nine edges were
found to be connected with CENPA. This finding accorded with several related studies which argued that
CENPA is one of the prognostic genes of breast cancer [44]. Additionally, ATM and RAD50 were found that
they are candidates of regulatory genes among HP_BREAST_CARCINOMA gene set. Since ATM and RAD50
are well known to be significant genes for the prognosis of breast cancer [45, 46], previous studies supported
the network estimated by ICEGAN. These results imply that the proposed ICEGAN can be employed for
real-world data sets and proposes several possible biomedical findings.
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Figure 6. The gene network estimated from the breast cancer data through the ICEGAN. The green nodes and edges are the genes
and relationships among the genes included in HP_BREAST_CARCINOMA gene set. The orange nodes and edges are the genes
not included in the gene set.

5. Conclusion

In this study, we proposed the ICEGAN model which is an improved version of the GAN model that solves
the network estimation problem as an extended version of an inverse covariance estimation problem. We
implemented the Monte–Carlo approach in the GAN model to address the limitation of the fixed
dimensionality of deep learning methods. By integrating the GANmodel and the Monte-Carlo approach, the
proposed ICEGAN successfully handled the arbitrary-size sparse network estimation problem in both
simulation and real-world samples. The proposed ICEGAN demonstrated superior performance in
estimating networks of the toy examples generated through simulations and constructing the gene network
with the MSigDB gene set samples. Consequently, we hope this work to be the meaningful step toward the
innovation in the field of deep learning.
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