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ABSTRACT 
 

In today’s world, long distance communication is a vital part of communication technology. In the 
field of communication, continuous research is going on for transmission of a greater number of 
bytes. In this article we discuss the different stages of long-distance communication via optical fiber 
and we go through the history of optical fiber communication and discuss the different stages of 
development in the optical fiber communication. This article briefly discusses the following stages of 
optical fiber communication: i) Plesiochronous Digital Hierarchy (PDH) ii) Synchronous Digital 
Hierarchy (SDH) iii) Wavelength Division Multiplexing (WDM) iv) Elastic Optical Networks (EONs) v) 
Space Division Multiplexing (SDM). 
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ABBREVIATION 
 
ANSI : American National Standards Institute  
ATM : Asynchronous Transfer Mode 
BV-OXC:Bandwidth Variable Optical Cross-

Connect 
BV-WSS:Bandwidth Variable Wavelength 

Selective Switches 
BV-T : Bandwidth Variable Transponder  
CCITT : Consultative Committee for International 

Telephony and Telegraphy  
DQDB: Distributed-Queue Dual-Bus Network 
EONs : Elastic Optical Networks 
FDDI : Fiber Distributed Data Interface 
ITU-T  :International Telecommunications Union 

Telecommunication Standard- ization 
Sector 

LASER :Light Amplification by Stimulated 
Emission of Radiation  

PCM : Pulse Code Modulation 
PDH : Plesiochronous Digital Hierarchy 
ROADM:Reconfigurable Optical Add-Drop 

Multiplexer  
SBVT :Sliceable Bandwidth Variable 

Transponder 
SDH : Synchronous Digital Hierarchy 
SDM : Space Division Multiplexing 
SOH  : Section Overhead 
SONET : Synchronous Optical Networking  
STM : Synchronous Transport Module 
WDM : Wavelength Division Multiplexing 
 

1. INTRODUCTION 
 
In this article, we are going to discuss in nutshell 
the different stages of optical fiber 
communication and how the research work is 
continuously going on for increasing the number 
of channels in different directions. 
 
Before going to discuss communications through 
the optical fiber, let us look back to the history of 
communications.  
 
The first stage of communication started after the 
invention of the telephone by the great scientist 
Alexander Graham Bell. While the telephone 
transmitter converted voice energy to electrical 
energy, the receiver converted electrical energy 
to voice energy. The voice frequency range is 0.3 
to 3.4 KHz. Due to fading, the conversation with 
voice frequency was only possible within a 
limited distance and soon research started for 
long-distance communications. The first step was 

using a higher frequency as the carrier for 
carrying the voice frequency by the process of 
modulation. This resulted in the evolution of 
Amplitude Modulation, Frequency Modulation, 
and Phase Modulation [1]. 
 
 Step by step long-distance communication 
started with three channel carrier system, eight 
channel carrier systems, and twelve channel 
carrier system with the help of overhead wires. 
These overhead systems were unable to go 
beyond a certain distance and at the same time 
were unable to increase the number of channels. 
Then with the invention of coaxial cable (which 
can be laid underground) and coaxial system, 
communication of a few thousand channels to far 
more distance was possible. Simultaneously, 
research work was continuously going on for 
wireless long-distance communication with 
fruitful communication via microwave, but at that 
time, communication through coaxial cable or 
microwave was analog. The main disadvantage 
of the analog system was noise. The real 
revolution in communication started after the 
invention of Pulse Code Modulation (PCM) [2] 
which enabled digital communication. It has been 
observed that almost Noise-free communication 
is possible only through digital                   
communication. The theory of amplitude, 
frequency, and phase modulation in the analog 
system effectively resulted in Amplitude Shift 
Keying (ASK), Frequency Shift Keying (FSK), 
and Phase Shift Keying (PSK) in digital system 
[3]. 
 
Short-distance digital communication started with 
PCM cables and long-distance communication 
started through the digital microwave. Another 
revolutionary evolution was using satellite 
transponder [4] for long-distance communication 
via satellite communication system. 
 
All the above communication systems were 
limited to a finite number of                                      
channels. Every passage of time was putting 
pressure on the communication system to 
increase the number of channels.  All the above 
pressure resulted in the invention of                          
optical fiber cable and optical fiber 
communication.  
 
The initial consideration was the high-speed of 
optical energy in travelling a very long distance 
and having a very wide bandwidth. Then the 



 
 
 
 

Choudhury and De; Curr. J. Appl. Sci. Technol., vol. 43, no. 7, pp. 140-160, 2024; Article no.CJAST.119712 
 
 

 
142 

 

research for converting electrical energy to 
optical energy and vice-versa resulted in the 
evolution of source and detector. 
 

2. DEVELOPMENTS IN OPTICAL FIBER 
COMMUNICATIONS 

 
In this section, we are going to discuss briefly the 
developments in optical fiber communication and 
the continuous increase of communication for 
larger number of channels through the optical 
fiber. A simple block diagram of digital 
communication through a optical fiber is shown in 
Fig. 1. Before discussing different stages of 
optical fiber communication, let us have a bird's 
eye view of fiber optics.  
 
Alexander Graham Bell attempted using light for 
carrying information in 1880, but that was limited 
to a very short distance. In early 1950, an 
important breakthrough was made in the field of 
fiber optics for the manufacture of optical fiber 
cable [3]. 
 
The LASER (Light Amplification by Stimulated 
Emission of Radiation) was invented in 1960. 
The invention of LASER greatly accelerated 
research efforts in fiber optics communications. 
The fiber cables available in 1960 were 
extremely lossy (loss more than 1000 db/km), 
and with this loss, optical fiber communication 
was not possible [3]. Continuous research work 
has reduced the loss in the fiber cables 
tremendously in 10 years. In 1970, fiber cables 
were available with a loss of nearly 20 db/km, but 
continuous research work on fiber                             
cables has resulted in the manufacture of 
present-day cables having very negligible 
loss/km. 
 

The main advantages of optical fiber 
communications are as follows: 
 

• enormous potential bandwidth 
• small size and weight 
• electrical isolation 
• immunity to interface and cross-talk 
• signal security 
• ruggedness and flexibility 
• potential low cost 

 

3. AN OVERVIEW OF PHYSICAL 
CHARACTERISTICS OF OPTICAL 
FIBER CABLE, INFRARED 
SPECTRUM AND REGENERATOR 

 

An optical fiber consists of a very fine cylinder of 
glass (core) through which light propagates. The 
core is surrounded by a concentric layer of glass 
(cladding) which is protected by a thin plastic 
jacket.  
 

The refractive index of the core is kept at slightly 
higher than the refractive index of cladding so 
that due to total internal reflection, all light 
passes through the core only. 
 

The optical fiber cable is of two types: single-
mode fiber and multi-mode fiber [5]. The multi-
mode fiber has a typical core diameter equal to 
50µm or 62.5 µm and cladding diameter equal to 
125 µm. The single-mode fiber has a typical core 
diameter equal to 9 µm, and cladding diameter 
equal to 125 µm. 
 

Due to a larger core diameter, multi-mode fiber is 
much cheaper than single-mode fiber. The 
problem in multi-mode fiber is that light cannot 
move in a straight line, it moves in different 
directions causing interference and ultimately 
causing attenuation (loss).  

 
 

Fig. 1. A simple block diagram of digital communication through a optical fiber 
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The single-mode fiber is costlier than multi-mode 
fiber but due to very small core diameter light 
moves in a straight line causing very little 
attenuation. Due to the above reasons, multi-
mode fiber is used for very short distance 
communications. For long-distance 
communications where the requirement is a 
transmission of a large number of bit-rate, only a 
single-mode fiber is used. The initial stages of 
research decided that the optical fiber 
communications will be limited to the infrared 
spectrum (above visible spectrum) of the 
electromagnetic spectrum. 
 

Light consists of different colors and each color 
has a different wavelength. Initially, it was 
decided through research work, which window of 
the infrared spectrum should be used for optical 
fiber communications, and the following three 
windows were fixed: 
 

1. First window has a wavelength of 850nm. 
2. Second window has a wavelength of 1310 

nm. 
3. Third window has a wavelength of 

1550nm. 
 

The first window has more attenuation while the 
third window has the least attenuation. The 

wavelength of 850 nm is generally used for short-
distance communications using multi-mode fiber. 
For long-distance communications, 1310 nm and 
1550 nm are used. When transmission requires a 
high bit-rate, a wavelength of 1550 nm is used.  
An important point in long-distance 
communication is regeneration [6]. Attenuation is 
dependent on distance, so attenuation                    
increases while travelling a long distance. After 
some specific distance regeneration is                  
essential so that no information is lost in 
propagation. 
 
Before establishing a link between two long-
distance stations, it is decided by calculation at 
what interval of distance regenerators must be 
placed. The purpose of using a regenerator is to 
reproduce the actual signal. 

 
4. BRIEF DISCUSSION ON PDH 

MULTIPLEXING 
 
Long-distance communication through optical 
fiber started with PDH (plesiochronous digital 
hierarchy) systems [7]. PDH systems are based 
on 24/30 channels PCM (Pulse Code 
Modulation) system and all the existing digital 
systems were working on PDH systems. 

 

 
 

Fig. 2. Multiplexing tree for different PDH Hierarchies (American and Japan standards are the 
same for the first order and second order but differ in the higher orders) 
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There are two different digital hierarchies (PDH 
hierarchies): one hierarchy based on 24 
channels PCM system having a bit-rate of 1.544 
Mbps (USA, CANADA, JAPAN) and other 
hierarchy based on 30 channels PCM system 
having bit-rate of 2.048 Mbps (Europe and some 
other countries). The multiplexing tree for 
different PDH hierarchies is shown in Fig. 2. 
 
Now, we discuss the basic multiplexing method 
of 30 channels PCM   systems.  Fig. 3 shows the 
second-order multiplexing of 30 channels PCM 
systems. The four tributaries in Fig. 3 indicate 
four first-order 30 channels PCM systems. In  
Fig. 3, the tributaries are having a digital clock of 
2.048 MHz each, but these clocks are 
asynchronous clocks having a slight variation of 
frequencies. 
 
Multiplexing is possible only because variations 
of these clocks are within some specified limit 
and the multiplexing method is known as 
plesiochronous: not synchronous but not totally 
asynchronous. 
 
For many years, optical fiber communication 
through PDH hierarchies was acceptable, but 
due to continuous developments of fiber cables, 
the scope for utilizing wide bandwidth of optical 
fiber was hampered by the existing PDH 
systems.  
 
Now, we elaborate on the limitations of PDH 
multiplexing: since the tributary clocks are not 

synchronized with one another, there is a danger 
of missing any information bit at the time of 
multiplexing which is known as slip. 
 

In PDH multiplexing, slip is avoided by a method 
called justification: it is the process of changing 
the rate of the digital signal in a controlled 
manner to match it with a rate different from its 
own. 
 

Briefly, it can be said that by justification, 
plesiochronous signals are synchronized at the 
same rate and are then multiplexed. In PDH 
multiplexing, positive justification is used. In each 
tributary, some extra bits are stuffed by which 
controlling is done in such a way that at the time 
of multiplexing there will be no loss of information 
in any of the tributaries. 
 

In the multiplexer frame, there are three or five-
time slots fixed for justifi- cation control biits 
(JCBits) and one-time slot fixed for justification 
bit (JBit), a particular sequence of JC Bits will 
indicate whether J Bit time slot carries 
information bit or simply a dummy bit. 
 

The above process of multiplexing in PDH is very 
complex and multiplexing beyond 564.992 Mbps 
is not possible.  
 

Continuous research work in fiber optics resulted 
in the manufacture of superior quality fiber cables 
which are suitable for transmission of much 
higher bit-rate which is beyond the capacity of 
PDH systems.  

 

 
 

Fig. 3. Basic multiplexing method 
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5. SDH SYSTEMS 
 

Research started for a multiplexing system 
where multiplexing would be controlled by a 
synchronous atomic clock. Attempts to formulate 
the standards for transmission of synchronous 
signals began in the USA at the beginning of 
1984 by ANSI (American National Standard 
Institute). ANSI formulated SONET 
(Synchronous optical network) standards [8]. 
 

In 1985, the highest telecom authority of the USA 
accepted the SONET standards. These 
standards were formulated for the 
accommodation of North American Standard 
(USA/Canada) of the PDH hierarchy in the 
synchronous system.  
 

In 1986, CCITT (now ITU-T), (CCITT stands for 
Consultative Committee for International 
Telephony and Telegraphy and ITU-T stands for 
International Telecommunication Union 
Telecommunication standardization system) [9], 
became interested in the SONET standard. 
CCITT proposed little changes to the SONET 
standard for the accommodation of all the three 
standards of PDH hierarchies (JAPAN standard, 
North American standard and European standard 
of PDH hierarchies) in the synchronous system. 

The final agreement was reached in 1988 and 
CCITT working group XVIII came out with the 
recommendation of a synchronous optical 
network known as SDH (Synchronous Digital 
Hierarchy). SONET and SDH are both 
synchronous optical networks whereas SDH is a 
universal system and SONET is North American 
System.  
 

Multiplexing in PDH is very complex and the 
PDH system can utilize only a fraction of the 
wide bandwidth available in optical fiber whereas 
multiplexing in SDH is much simpler and SDH 
systems can utilize much more bandwidth of the 
optical fiber than PDH. 
 

Modern needs of FDDI (Fiber Distributed Data 
Interface), DQDB (Distributed-Queue Dual-Bus 
network), and ATM (Asynchronous Transfer 
Mode) can be fulfilled by SDH systems which are 
beyond the capabilities of PDH systems [10]. 
 

A simple block diagram of a SDH system is 
shown in Fig. 4 and the output bit-rate of the 
SDH multiplexer are as follows: 
 

▪ STM-1: 155.52 Mbps 
• STM-4: 622.08Mbps 
• STM-16: 2488.32Mbps(2.5Gbps) 

 

 
 

Fig. 4. SDH block diagram 
 

Table 1. Combining structure of SDH Multiplexer 
 

Input Input Tributaries Output 

1.544Mbps 84 

84xN 

STM-1 

STM-N 

2.048Mbps 63 

63xN 

STM-1 

STM-N 

6.312Mbps 21 

21xN 

STM-1 

STM-N 

34.368Mbps 3 

3xN 

STM-1 

STM-N 

139.264Mbps 1 

1xN 

STM-1 

STM-N 
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Initially, the maximum bit-rate of transmission 
through SDH systems was 2.5 Gbps. Recent 
developments allow bit-rate up to 40 Gbps 
through SDH systems. SDH multiplexer accepts 
only first-order and second-order of Japan 
standards and first-order, second-order and third-
order of North American standards of PDH 
systems. SDH multiplexer accepts                             
first-order, third-order and fourth-order (does not 
accept second order) of European                          
standards of PDH systems. Table 1                         
presents the combining structure of SDH 
multiplexer where N has value either one, or four, 
or sixteen. 

 
An important point to note is that the input and 
output of a SDH multiplexer are bits                              
only, but multiplexing is done considering bytes 
only. 

 
In SDH multiplexer, in each frame (125 µs), 
lower-order to higher-order, bytes are placed in 
rows x columns. The number of rows is fixed and 
it is nine, only the number of columns                     
changes from lower-order frame to higher-order 
frame. 
 

Before going for the multiplexing tree of SDH 
systems, we should know the full form of the 
following abbreviations: 
 

• C: Container. 
• VC: Virtual Container. 
• TU: Tributary Unit. 
• TUG: Tributary Unit Group. 
• AU: Administrative Unit. 

• POH: Path Overhead. 
• SOH: Section Overhead. 
• PTR: Pointer. 
 

PTR, POH, SOH are overhead bytes used for 
proper identification and con- tinuous monitoring, 
supervision, and control. 
 

• C+POH:V C 
• VC+PTR:TU/AU 
• TUG: a combination of Tus 
• AUG: combination of AUS 

 

The multiplexing tree for SDH is shown in Fig. 5 
and Fig. 6 shows the alternate path of SDH 
multiplexing for first-order, second-order and 
third-order of PDH tributaries bypassing the 
fourth-order [11]. 

 
 

Fig. 5. Multiplexing tree for SDH 
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Fig. 6. Multiplexing tree (alternate path) for SDH 
 

Table 2. Specification of STM-1 frame 
 

Parameter Value 

Total no. of bytes 9*270bytes 
Frame length 9*270*8=19,440bits 
Bit-rate 9*270*8*106/125bps=155.52Mbps 

 

 
 

Fig. 7. STM-1Frame 
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The STM-1 frame is shown in Fig. 7 and the 
specification of STM-1 frame is shown in Table 2. 
The section overhead (SOH) in the                              
Fig. 7 have framing information, information                     
for maintenance and performance                             
monitoring, and other operational facilities. SOH 
has 9 rows and 9 columns. The first                              
three rows of SOH indicate regenerator section 
overhead (R-SOH), the fourth row                           
indicates AU pointers, and the last five rows 
indicate multiplex section overhead                    
(M-SOH). 
 
SDH multiplexer is controlled by a synchronized 
master clock. When the PDH tributaries are 
inserted in the SDH multiplexer sufficient            
number of stuffing bits are added with 
information bits to perfectly synchronize the PDH 
tributaries with the SDH system. According to 

requirements, stuffing bits differ for different 
tributaries of PDH. 
 
Before concluding the brief discussion on SDH, 
we must remember that though input to the SDH 
multiplexer are bits only, in the multiplexer frame 
they are assembled as bytes in rows x columns. 
The number of rows is fixed to 9 and columns 
vary in different order of multiplexing. An 
example of the frame structure of different stages 
of SDH multiplexing is shown in Fig. 8. Our 
above discussion shows that the maximum bit 
rate of transmission by SDH system is 2.5 Gbps 
(STM-16), but continuous developments enabled 
the modern SDH equipment to transmit bit-rate of 
10 Gbps and 40 Gbps.  
 
The hierarchy structure of SONET and SDH 
systems are given in Table 3. 

 

 
 

Fig. 8. Frame structure of different SDH multiplexing stages 
 

Table 3. Hierarchy structure of SONET and SDH 
 

SONETFRAMEFORMAT SDHFRAMEFORMAT LINEBITRATE(Mbps) 

STS-1 STM-0 51.840(for Radio Systems) 
STS-3 STM-1 155.520 
STS-12 STM-4 622.080 
STS-24 - 1244.160 
STS-48 STM-16 2488.320(2.5Gbps) 
STS-192 STM-64 9953.280(10Gbps) 
STS-768 STM-256 39813.120(40Gbps) 
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6. A BRIEF DISCUSSION ON 
WAVELENGTH DIVISION MUL- 
TIPLEXING (WDM) 

 
In this section, we discuss an overview of 
wavelength division multiplexing (WDM) [12]. It is 
similar to frequency division multiplexing (FDM) 
which was used in earlier communication 
systems and also used in radio                
communications. 
 
Light is having different colors and each color 
has a different wavelength. If different 
wavelengths are properly multiplexed and are 
propagated through a single fiber then a single 
fiber communication will behave like a multiple 
fiber communication. 
 
The idea of a WDM system was present earlier, 
but due to cost-effectiveness and lack of proper 
components, it was lying in the experimental 
stage. Due to regular developments of 
SONET/SDH systems and demand for more and 
more data bit transmission, vigorous research 
work started for WDM systems [13,14,15]. In this 
regard, the invention of an erbium-doped fiber 
amplifier (EDFA) [16] is very significant. EDFA 
amplifies signals at many different wavelengths 
simultaneously, regardless of their modulation 
scheme or speed. 
 
At present there are two types of WDM systems: 
i) Coarse WDM (CWDM) [17] and ii) Dense 
WDM (DWDM) [16,18,19-22]. The CWDM 
system uses 8/16 number of channels 
(wavelengths) with cheaper transceivers and 
other components, and they are used only for 
short-distance communications. The DWDM 
system is used for long-distance 
communications. Its components are very costly 
but as it allows a very high bit-rate of 
transmission, it is cost-effective. 
 
All the modern systems employing wavelength 
division multiplexing use DWDM for long-
distance communications. DWDM uses C-band 
(1530 nm - 1565 nm) transmission window of the 
infrared spectrum. Channel plans vary, but a 
typical DWDM system uses 40 channels (40 
wavelengths) at 100 GHz spacing or 80 channels 
(80 wavelengths) with 50 GHz spacing. Modern 
amplifiers enable the DWDM system to extend 
up to L-band (1565 nm - 1625 nm) where 160 
channels (160 wavelengths) with 25 GHz 
spacing or 320 channels (320 wavelengths) with 
12.5 GHz spacing can be used. In any digital 
communication, regeneration of the original 

signal is essential. Considering the maximum 
allowable limit of attenuation and distortion, 
calculation is done to find out the maximum bit-
rate of transmission of a digital system. Now, 
consider a DWDM system of eighty channels 
(eighty wavelengths) where for each channel the 
fixed frequency band of 50 GHz is allotted (which 
is known as fixed-grid of 50 GHz). Calculation 
was done to find out the maximum bit-rate of 
transmission through 50 GHz and it was found 
that maximum bit-rate of transmission is 400 
Gbps only, but for transmission of 400 Gbps, 
requirement is high power amplifiers and 
modulators which are very costly. So, 
transmission of 400 Gbps by a DWDM channel, 
the system becomes very expensive. Cost-
effective data transmission through 50 GHz is 
only 100 Gbps. So, now onwards, we will 
consider that a practical DWDM system allow 
maximum bit-rate of 100 Gbps per channel. A 
simple block diagram of a DWDM system is 
shown in Fig. 9. 
 
In modern DWDM systems, instead of 
transceivers, a transponder is used. In a 
transceiver, the transmitter has electrical input 
and optical output, while the receiver has optical 
input and electrical output. 
 
In a transponder, both input and output are 
optical. The optical transponder works as a 
regenerator which converts an optical signal into 
electrical form, then generates a logical copy of 
an input signal and uses this signal to drive a 
transmitter to generate an optical signal at the 
new wavelength (optical-electrical-optical). It has 
a prominent feature: it automatically receives, 
amplifies and then re-transmits a signal on a 
different wavelength without altering data/signal 
content. 
 
An important feature of WDM systems is that in 
long-distance communications using WDM, it is 
very easy to add and drop some wavelengths at 
any intermediate station by using a                 
wavelength add/drop multiplexer (WADM). A 
simple block diagram of a WADM is shown in 
Fig. 10. 
 
In the brief discussion of WDM, we have narrated 
that the DWDM system can be extended up to 
320 channels. Practically, a DWDM system 
works efficiently with 80 channels. For a DWDM 
system to extend up to 160 or 320 channels, 
components cost will be very high and due to 
some of the disadvantages of DWDM                  
systems, research was continuously going on for 
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a better system with a higher bit-rate of 
transmission. 
 
In our earlier discussion, we have narrated that 
DWDM systems work with 40 channels (40 
wavelengths) or 80 channels (80 wavelengths) in 
C-band. 
 
The following are the ITU-T standards for DWDM 
systems working in C-band: 
 
i) 40 wavelengths (40 channels) with fixed 
frequency spacing (fixed frequency grid) of 100 
GHz. 
 
ii) 80 wavelengths (80 channels) with a fixed 
frequency grid of 50 GHz. 
 
A practical 80 channels DWDM system when 
utilizing a 50 GHz frequency grid fully can 
transmit up to 100 Gbps. 
 
For long-distance communication with 
wavelength add/drop multiplexer (WADM), 
requirements of different wavelengths will be 

different; for example, one wavelength (channel) 
may require 10 Gbps of transmission, one may 
require 40 Gbps of transmission, next one may 
require 100 Gbps of transmission, and another 
may require very high bit-rate of 400 Gbps or 1 
Tbps of transmission. A practical DWDM system 
can transmit up to 100 Gbps utilizing the full grid 
of 50 GHz and unable to transmit 400 Gbps or 1 
Tbps through a single wavelength. 
 
When a wavelength (channel) in the DWDM 
system transmits 100 Gbps, it utilizes the full 50 
GHz grid, but at the time of transmission of 10 
Gbps or 40 Gbps, only a portion of the fixed grid 
is utilized. 
 
The above factors and continuous research work 
resulted in the evolution of a system that works 
on the principle of flexible grids (for less bit-rate 
of transmission grid will be small, for high bit-rate 
of transmission grid will be large and will be able 
to transmit bits in Tbps also) and this system is 
known as elastic optical networks which are 
based on orthogonal frequency division 
multiplexing. 

 

 
 

Fig. 9. A simple block diagram of a DWDM system 
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Fig. 10. A simple block diagram of wavelength add-drop multiplexer 
 

 
 

Fig. 11. Comparison of FDM and OFDM to illustrate bandwidth saving 
 

7. ELASTIC OPTICAL NETWORKS 
 
Elastic optical networks (EONs) are based on 
orthogonal frequency division multiplexing 
(OFDM). The difference between FDM and 
OFDM is shown in Fig. 11. 
 
Optical OFDM distributes the data on several low 
data rate subcarriers (multiple carrier systems), 

orthogonal signals are perpendicular to each 
other and the important property of orthogonal 
signals is that they do not interfere with each 
other [23]. 
 
In orthogonal frequency division multiplexing, the 
spectrum of adjacent sub-carriers can overlap 
since they are orthogonally modulated, 
increasing the transmission spectral efficiency.  
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Table 4. Wavelengths and frequency ranges of C and L Bands 
 

 C-Band L-Band 

Wavelength range (nm) 1527.99 to1565.50 1565.50to1611.79 
Frequency range (THz) 191.5to196.2 186.0to191.5 

 
Moreover, optical OFDM can provide fine 
granularity capacity (the ability to increase a 
system capacity and performance) to 
connections by an elastic allocation of low-rate 
subcarriers according to connection demands. 
 

Comparison between fixed-grid WDM optical 
network and flexible-grid elastic optical 
networks: Considering the attenuation, distortion 
and signal-to-noise ratio, the long-distance 
optical communication can avail only C-band and 
L-band of the electromagnetic spectrum. Table 4 
shows the wavelength and frequency range of C 
and L bands [24]. 
 

• The total available spectrum in C-band is 
196.2−191.5 = 4.7 THz(1THz = 1012Hz). 

• The total available spectrum in L-band is 
191.5−186.0=5.5THz. 

• Total spectrum available with both C-band 
and L-band is 4.7+5.5=10.2THz. 

 

In WDM optical networks, we can go up to a 
maximum bit-rate of 400 Gbps per channel by 
using L-band and higher power amplifiers and 
modulators but total cost becomes                            
very expensive. The cost-effective                                 
maximum bit-rate transmission for a WDM 
channel is 100 Gbps. WDM systems uses only 
C-band with fixed-grid of 50 GHz as standardized 
by ITU-T. 
 

According to traffic demands when a WDM 
channel transmits 100 Gbps, it utilizes fully fixed 
grid of 50 GHz, but when traffic demands                          
only 10 Gbps or 40 Gbps, invariably there will be 
wastage of the spectrum. An                                  
elastic optical network that works on orthogonal 
frequency division multiplexing can be                
flexible. 
 

According to traffic demands, grid can be 
contracted or expanded and wastage of 
spectrum is totally avoided. The difference 
between WDM optical networks and elastic 
optical networks are shown in the Fig. 12. In 
convention, the 50 GHz fixed grids of WDM 
optical networks do not support bit rates of 400 
Gbps at standard modulation formats. In EONs 
the spectrum can be divided up flexibly. Elastic 
optical network paradigm has support for 400 
Gbps, 1 Tbps, and other high bit-rate demands 

[25,26].  In WDM optical networks, a fixed 
spectrum is allocated even if there is not enough 
traffic in a channel, while in EONs spectrum is 
allocated according to the requested data-rate, 
and sub-wavelength service is directly supported 
in the optical domain. To provide super-
wavelength service in WDM optical networks 
inverse multiplexing is used (break one data 
stream into several data-streams and transfer 
them through multiple independent WDM 
channels). In EONs, several OFDM channels are 
merged into a super-channel, they maintain 
spectrum orthogonality to save spectrum. In 
WDM optical networks, one type of transponder 
is used for one data rate. In EONs, a single type 
of a bit-rate variable and bandwidth-variable 
transponder is used for all types of services [27]. 
In OFDM high-speed data is transmitted through 
multiple parallel low-speed subcarrier signals. 
The optical OFDM multiplexing technique can be 
used to assign spectrum flexibly according to the 
required data rate, thus creating bandwidth-
elastic optical paths [28]. 
 

The EONs architecture comprises bandwidth-
variable transponders (BV-T), and bandwidth 
variable cross-connects (BV-OXC). Fig. 13 
illustrates the architecture of an elastic optical 
network. The rate of transmission and 
modulation format can be adapted by the BV-T 
and it also facilitates flexible optical                  
channels.  

 
The optical cross-connect in EONs has a 
broadcast and select architecture as shown in 
Fig. 14. Here two traffic demands are 
represented by red and blue colours. The first 
traffic demand represented by red color is 
allocated three frequency slots 1, 2 and 3 while 
the second traffic demand represented by blue 
color is allocated slots 4 and 5. The traffic 
demands are groomed together so there is no 
guard band in between the two traffic demands, 
one guard band at the start and one at the end is 
allocated to avoid interference with other traffic 
demands. The bandwidth variable wavelength 
selective switches (BV-WSS) filters out the two 
traffic demands at their respective output 
channel. The main function of the optical cross-
connects in EONs is switching optical paths 
between different channels and it supports 
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adding/dropping of optical signals at                             
any of the intermediate nodes. The bandwidth-
variable wavelength selective switches in a 
cross-connect provide filtering out of                            
the optical signals to its intended output              
channel.  
 
The optical path in EONs can expand and 
contract depending on the volume of the traffic 
and user requirement. The flexible spectrum 
allocation in EONs improves the spectrum 
efficiency and network-scalability to a higher 
extent. It supports both segmentation and 
aggregation of spectral resources and multiple 
data rates. EONs support fractional bandwidth 

and establish an appropriate-sized optical 
transmission path according to the client 
requirement. EONs provide super-wavelength 
bandwidth (more than the bandwidth capacity of 
a wavelength) and support flexible spectrum 
allocation and fit mixed data-rate traffic  
demands.  
 
To meet the increasing traffic demands, the 
EONs emerged as a technology which allocates 
bandwidth to traffic as per user’s requirement. 
EONs support the flexible allocation of bandwidth 
and contribute to high-speed all-optical data 
communications. 

 

 
 

Fig. 12. Comparison of spectral widths in fixed and flexible grid optical networks 
 

 
 

Fig. 13. A simple architecture of an elastic optical network system 
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Fig. 14. Broadcast and select architecture 
 
In EONs, the optical spectrum is allocated to 
every traffic demand as per its requirement. In 
WDM optical networks the grid is fixed while 
EONs have a flexible grid so an optical path can 
expand and contract if required depending on 
traffic volume. EONs support scalability and 
enhance spectrum efficiency. EONs support 
segmentation, aggregation of spectrum slots, 
multiple data-rates, and elastic variation of 
allocated spectrum slots. The difference between 
WDM optical networks and EONs is illustrated in 
Fig. 15. 
 

• Sub-wavelength accommodation: In 
WDM optical network networks optical 
paths are allocated a full wavelength 
capacity to the traffic demands even if the 
traffic demands do not utilize the full 
wavelength capacity. EONs support sub-
wavelength accommodation of traffic 
demands. In EONs a traffic demand is 
assigned bandwidth as per its requirement. 
Optical paths are created by allocating 
bandwidth as per user demand and so 
sub-wavelength traffic demand 
accommodation can achieve cost-
effectiveness and enhanced spectral 
efficiency. 

• Super-wavelength accommodation: 
Super-wavelength traffic demands are the 
traffic demands having a capacity greater 
than a wavelength capacity. In fixed-grid 
WDM optical networks, many channels are 

used for satisfying super-wavelength          
traffic demands. The insertion of                
spectral guard bands increases spectrum 
wastage. 

• Multiple data rate accommodation: In 
EONs, there is support for multiple data-
rates as there is flexible allocation of 
spectral resources in EONs. In fixed grid 
WDM optical networks, there is excess 
frequency spacing for lower data-rate 
traffic demands which causes bandwidth 
stranding. EONs accommodate various 
data-rates and increase spectrum 
efficiency. 

 
In EONs, routing and spectrum allocation form 
an integral part. Routing is finding out a specified 
route from a source to a destination. Multicast 
traffic routing indicates finding dedicated paths 
from individual sources to multiple destinations. 
The process of spectrum allocation assigns 
spectral resources to traffic while not violating the 
spectrum allocation constraints. Routing and 
spectrum allocation is divided into two sub-
problems: 

 
• Routing 

• Spectrum Allocation 

 
Routing: Different routing approaches for 
transmitting traffic demands are briefly explained 
here. 
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Fig. 15. Difference between WDM optical networks and EONs 
 
Fixed Routing (FR): It is a method to choose the 
same fixed route for a traffic demand, such as 
fixed shortest-path routing. The shortest path 
route for each source-destination pair is 
calculated using a standard shortest path 
algorithm such as Dijkstra's algorithm and any 
traffic demand between the specified pair of 
nodes is established using the pre-determined 
route.  This approach to route traffic demands is 
simple. 
 
The drawback of this approach is that, if 
resources along the path are not available, it can 
potentially lead to high blocking                          
probabilities. Fixed routing may not handle 
multiple link failures in the network. To handle 
multiple link failures, the routing scheme must 
either consider alternate paths to the                   
destination or must be able to find the route 
dynamically. 
 
Fixed Alternate Routing (FAR): If there is a 
source node S and its corresponding destination 
d1, the FAR approach finds multiple routes 
between them. Every node in a network has a 
routing table that comprises a list of routes to 
each destination from the source. The first 
shortest path is usually selected to be the 
primary route and the first alternate route must 
be link-disjoint with the primary route. Similarly, 
the second alternate route links disjoint to 
primary and the first alternate route. 
 
Adaptive Routing (AR): In adaptive routing, the 
route from a source node to a destination node is 
chosen dynamically, depending on the network 
state. The traffic demand in progress is reflected 
in the current network state. In adaptive             
shortest-cost-path routing, traffic demand is 
blocked only during the unavailability of any 
route. In this type of routing is                                   
there is lower blocking of traffic demands as 

compared to both fixed and fixed-alternate 
routing. 
 
Spectrum allocation for individual traffic 
demands: The routing and spectrum allocation 
problem has emerged from the routing and 
wavelength assignment (RWA) problem in WDM 
networks [26]. In EONs, elastic spectral 
allocation introduces some constraints 
mentioned in [29], which are discussed as 
follows: 
 
Spectrum continuity constraint: All links on an 
optical path of a traffic demand should use the 
same range of spectral resources. 
 
Spectrum Contiguous Constraint: A traffic 
demand must be assigned adjacent spectral 
resources. 
 
Spectrum non-overlapping constraint: Two 
traffic demands should be assigned different 
spectral resources if they share any common 
link. 
 
An issue relevant in EONs is fragmentation 
which is caused only when spectral resources 
are not suitable to be used because neither they 
are aligned nor they are contiguous. Several 
mechanisms such as spectrum-partitioning, a 
grouping of disjoint and non-disjoint traffic 
demands, multi-path routing and sweep retuning 
approach can eliminate or reduce spectral 
fragmentation in EONs. 
 
In [30], the spectrum sweeping retuning 
approach is considered along with routing and 
spectrum allocation. Reduction in fragmentation 
will increase spectral efficiency [31]. 
 
The different policies for spectrum slot allocation 
for individual traffic demands: 
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• First-Fit Spectrum Allocation 

• Random-Fit Spectrum Allocation 

• Last-Fit Spectrum Allocation 

• First-Last-Fit Spectrum Allocation 

• Least-Used Spectrum Allocation 

• Most-Used Spectrum Allocation 

• Exact-Fit Spectrum Allocation 

 
• First-Fit Spectrum Allocation: It selects the 

lowest indexed slot for allocating a traffic 
demand. When the traffic demand is 
terminated, the allocated slot is moved back 
to the list of free slots. This policy leaves a 
large number of spectrum slots available for 
future incoming traffic demands. It has low 
traffic blocking probability and computation 
complexity. 

• First-Last-Fit Spectrum Allocation: 
Spectrum can be partitioned into a different 
number of slot blocks. This policy selects the 
lowest indexed slots for odd-numbered 
partition and the highest indexed slots for 
even-numbered partitions, from the list of 
free slots. 

• Most-Used Spectrum Allocation: It 
allocates slots to traffic demand, which has 
been used by the most number of links in 
EONs. It ensures maximum spectrum reuse 
in EONs. 

• Least used spectrum slot allocation: It 
allocates slots to a traffic demand that has 
been used by the fewest links in EONs. If 
more than one free slots share the same 
minimum usage, then the first-fit policy is 
used to select a suitable spectrum slot. 

• Random-Fit Spectrum Allocation: On 
arrival of traffic demand, random-fit spectral 
allocation randomly selects a free slot and 
allocates it to the traffic demand. After 
allocating a slot to traffic demand, the list of 
free slots is updated by removing the used 
slots. When traffic demand is terminated, 
allocated slots are returned to the list of free 
slots. It reduces the possibility of multiple 
traffic demands selecting the same slots. 

• Last-Fit Spectrum Allocation: It attempts to 
select the highest indexed slot and allocates 
it to the traffic demand. When the traffic 
demand is terminated, the slot is added to 
the list of available slots. 

• Exact-Fit Spectrum Allocation: Starting 
from the beginning of the spectrum, this 
policy finds an exactly available block equal 
to the size of the slot block requested by the 
traffic demand. If an exact sized block is 
found then it allocates it to the traffic 

demand. If an exact-sized spectrum block is 
not found then the first-fit spectrum allocation 
policy is used. Exact-fit spectrum allocation 
reduces fragmentation problem in EONs. 

 

There are broadly two types of traffic demands 
one-to-one (or unicast) and one-to-many (or 
multicast). Multicast traffic is aided with the 
broadcast and select principle of a BVT, while 
BV-OXC is used to filter out signals which are not 
required. For multicast applications, light-tree-
based optical paths are suitable for a spectrum-
continuous type of transmission.  Multicast 
service provisioning and spectrum allocation in 
EONs have been studied by several researchers 
[32,33,34]. 
 

Traffic grooming: Traffic grooming is the 
problem of grouping similar traffic demands and 
switching them as a whole.  
 

In EONs, grooming helps because the slicing 
feature does not appear early in BVT, and 
grooming sub-wavelength services optimizes 
network resources to some extent. Another very 
important reason for grooming in EONs is that 
different traffic demands that are groomed 
together will not need guard band slots between 
their respective optical paths, thus reducing 
network spectrum usage considerably. Same 
source grooming is preferred over different 
source grooming as orthogonality cannot be 
maintained between optical paths in case of 
different source grooming [27].  
 

If two multicast traffic demands have the same 
source and a similar set of destinations then they 
can be transmitted using the same light-tree, 
there is no need to add any guard bands 
between groomed traffic demands, only one 
guard band at the beginning and one at the end 
of the allocated spectrum is required. 
 

Survivability in EONs: Any traffic demand 
passing through an EONs is susceptible to link 
failure, which results in connection disruption 
leading to tremendous data and revenue loss. To 
facilitate the reliable establishment of traffic, 
survivability (or protection) is considered in 
EONs. The survivability/protection approaches in 
EONs are either dedicated or shared and broadly 
classified into the following two categories: static 
and dynamic approaches. Both static and 
dynamic approaches are further classified into 
five sub-categories which are (i) tree-based 
protection, ii) ring-based protection, iii) path-
based protection, iv) link/segment-based, and v) 
p-cycle-based. 
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Grooming policies are incorporated into the 
protection-based techniques to enhance the 
spectrum utilization efficiency. Grooming-based 
protection techniques in EONs have been 
studied in [35,36]. 
 

8. SPACE DIVISION MULTIPLEXING 
OPTICAL NETWORKS 

 
Space division multiplexing (SDM) is also known 
as spatial division multiplexing. In frequency 
division multiplexing each channel is placed in a 
fixed frequency slot and neighboring channels 
are separated by a small frequency guard band. 
Similarly, in space division multiplexing, channels 
are placed in different space slots and 
neighboring channels are separated by a small 
space guard band. 
 
The concept of SDM is not a new one and it is 
being available since the late seventies. Wireless 
communication uses space division multiplexing 
since long back. The need for SDM in optical 
fiber communications is only very recent. Optical 
fiber communication evolution is dependent on 
traffic demand and the cost-effectiveness of the 
system. 
 
The elastic optical network has been working 
very efficiently with many advantages and it can 
transmit data-rate of 1 Tbps and more with cost-
effectiveness. Regular technological 
developments in every sphere and exponential 
growth of Internet traffic demand data 
transmission in the range of 1 Pbs and more. 
 
Long-distance optical fiber communication has 
progressed from time to time using only single-
mode step index fiber. The multi-mode fiber was 
utilized only for short-distance communication. 
Maximum data transmission through a high-
quality single-mode step index fiber with 
negligible loss depends on Shanon's theorem. 
Shanon's limit for maximum data transmission 
through a single-mode step index fiber is 100 
Tbps. 
 
As elastic optical networks use single-mode step 
index fiber, a flexible grid cannot be utilized for 
transmission of data-rate beyond 100 Tbps. 
Transmission of data-rate of 1 Pbs and more is 
possible and also cost-effective if space-division 
multiplexing is used. 
 
Following are the basic requirements for SDM 
system for high data-rate transmission (1 pbps & 
more):- 

• High quality multi-core fiber (MCF) 

• High quality multi-mode fiber (MMF) 
 

In multi-core fiber, different cores will serve as 
different space divisions and in multi-mode fiber, 
different modes will serve as different space 
divisions. When SDM uses multi-mode fiber, the 
system is also known as mode division 
multiplexing (MDM). 
 

Multi-core Fiber (MCF): When the SDM system 
uses multicore fibers, the main problem is the 
inter-core crosstalk (XT). A way of crosstalk 
reduction is to assure that the fiber cores are well 
separated, but at the same time we cannot 
overlook the fiber reliability problems (particularly 
susceptible to fracture) and experiments in this 
regard have concluded that MCF diameter 
greater than nearly 200 µm should not be 
considered. Due to this limitation, the number of 
cores in an MCF is limited. 
 

 Research work is continuously going on different 
combinations of MCF: 
 

• Uncoupled MCF with different number of 
cores 

• Coupled MCF with different number of 
cores 

 

The ultimate purpose is to transmit a huge 
number of bits to a very long distance without 
any distortion. Here, we must remember that 
recent technological developments allow us to 
eliminate inter-core crosstalk by utilizing coherent 
detection at the receiver. 
 
Multi-mode Fiber: In SDM transmission with 
multi-mode fiber, distinguishable paths have 
sufficient spatial overlap and consequently 
susceptible to couple randomly among the 
modes during propagation. The modes will 
generally exhibit differential mode group delay 
(DMGD) and differential mode loss or gain. 
Crosstalk occurs when light is coupled from one 
mode to another and remains in the mode of 
detection. Inter-symbol interference (ISI) occurs 
when the crosstalk is coupled back to the original 
mode after propagating in a mode with a different 
velocity.  
 
To keep the DGMD, crosstalk and ISI to a 
minimum level SDM transmission generally use 
Few Mode Fibers (FMF) and the corresponding 
distortion in the propagation path is neutralized 
by using multi-input multi-output (MIMO) digital 
signal processing and coherent receiver at the 
receiving end. 
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Fig. 16. Classification of optical fibers 
 

 
 

Fig. 17. SDM transmission system 
 
In optical fiber communication, SDM is the most 
modern development and continuous research 
work is going for transmission of a higher number 
of Pbps to a very long-distance without any 
distortion. Two diagrams are given in Figs. 16 
and 17. Fig. 16 shows the classification of optical 
fibers for SDM transmission and Fig. 17 shows 
SDM communication with coherent MIMO DSP 
technique. 

9. CONCLUSION 
 

We have briefly described the basic points of 
PDH, SDH, and WDM. We have provided a little 
elaborate discussion on EONs which uses recent 
optical net- work technologies. EONs cannot 
transmit data beyond 100 Tbps and future 
requirements of data transmission are in the 
range of Pbps and more. The fu- ture optical 
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network is space division multiplexing (SDM). In 
this article, we have narrated only the 
introductory part of SDM technology. 
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