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Abstract 
 

Aims/ objectives: This paper presents the different types of recommender filtering techniques. The main 
objective of the study is to provide a review of classical methods used in recommender systems such as 
collaborative filtering, content-based filtering and hybrid filtering, highlighting the main advantages and 
limitations. This paper also discusses the state-of-art machine learning based recommendation models 
including Clustering models and Bayesian Classifiers. Further, we discuss the widespread application of 
recommender systems to a variety of areas such as e-learning and e-news. Finally, the paper evaluates the 
performance of matrix factorization-based models, nearest neighbours algorithms and co-clustering 
algorithms in terms of different metrics. 
 

 
Keywords: Recommender system; collaborative filtering; recommendation; content filtering; evaluation. 
 

1 Introduction 
 
The advent of internet allows people from all around the world access to vast amount of information, there is 
a need to filter and deliver relevant information in order to alleviate the problem of information overload. 
This problem can be solved by information filtering systems such as recommender system. 

Review Article 



Recommender systems are computer programs that predict preferences and recommend
users in wide variety of areas. Examples include product recommendations to users on an e
such as Amazon [1]; content recommendation to users on social media platforms like Facebook
Twitter [3]; learning content recommendation to improve learning outcome in e
AHA! [4]; content recommendations to users visiting a news site like GroupLens
music recommendation on email-based systems such as Ringo
platforms like Netflix [8] to enhance user engagement and increase subscriptions.
 
Several studies discuss personalization through recommender systems. Imran 
management system LMS by integrating a recommender system in already developed learn
system. Ibrahim [10] proposed a framework that is designed with the goal of providing personalization by 
automatically suggesting learning objects to learners with the aim of improving learning experience.
 
Recommender systems research has led to increased theoretical contribution as well as evolvement of 
enhanced algorithms. Due to their importance in practice in the current data, recommender systems have 
been gaining remarkable attention to industry, academic commun
we review various approaches to building recommender system namely the collaborative filtering, content
based filtering, hybrid and knowledge
differences in terms of their computational and space complexities we show their limitations as well as 
suitable application areas. 
 
Therefore, this paper is structured as follows, section 2 explains recommender filtering techniques, section 3 
highlights the applications of recommender systems, section 4 discussed our evaluation process and results. 
Conclusions and future work are given in section 5.
 

2 Recommendation Filtering Techniques
 
Recommender filtering techniques are classified according to approach used to make prediction and the 
provision of relevant information to individual users’. There are different recommendation filtering 
techniques in literature namely collaborative filteri
filtering and hybrid filtering algorithm.
 

Fig. 1.
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2.1 Notation 
 
Going forward, we define in Table 1 a set of notations used to describe algorithms and similarity measures. 
 

Table 1. Table of notation 
 

Symbol Description 
m Maximum number of items 
n Maximum number of users 

rui  Rating of user u for item i 

rvi Rating of user v for item i 

ru   Average rating for user u 

rv   Average rating for user v 

ruiˆ  
Predicted rating of user u for item i 

Iu Set of items rated by user u 
Iv Set of items rated by user v 
Iuv Set of items rated by user u and user v 

 

2.2 Content-based filtering 
 
Content-based filtering CB recommends items that are similar to the ones that the user liked in the past [13]. 
Lu et al. [14] outlined the basic principles of content-based technique. According to Lu, this approach 
analyzes user preference to determine attributes associated with items. Then user profile is matched against 
the attributes of the items and similar items are recommended to the user. 
 
The users profile is based on a weighted vector of item attributes. The weights denote the importance of each 
attribute to the user and can be computed using a variety of techniques such as Bayesian classifiers, cluster 
analysis, decision trees, and artificial neural networks [15]. Limitations of CB include serendipity problems, 
new user problem and limited content analysis problem [13]. This technique is mostly applicable to areas 
where detailed attribute information is available like movies and music recommendation. 
 

2.3 Collaborative filtering 
 
Collaborative filtering CF deals with a set of users Uu where u ∈ {1, 2, ..., n}, n is the maximum number of 
users and n ∈ Z. Each user, Uu has associated with it a profile of ratings for items Ii   where i ∈ {1, 2, ..., m}, 
m is the maximum number of items and m ∈ Z. Users rate item in a discrete range of possible values rui= {1, 
2, ..., k} where k ∈ Z. represents users’ level of satisfaction with an item. For example, the range of possible 
values could be {1, ..., 5} where 1 represents user’s dissatisfaction and 5 represents user’s satisfaction with 
an item. 
 
Collaborative filtering relies on the preference of users with similar interest to make future recommendations 
using similarity metrics (see section. 2.3.1). User preference is inferred by matching user’s data with n × m 
rating matrix which stores user preference/rating for each item as shown in Table 2. 
 
This method relies on two types of ratings: explicit rating and implicit rating. 
 

i. Explicit rating depends on feedback from users to make recommendation to the target user. 
ii. Implicit rating is a rating that depend on user activities such as number of clicks and time spent on 

content. 
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Table 2. Rating matrix 
 

 Item 1 Item 2 Item 3 … Item m 
User 1 r11 r12 ? … r1m 
User 2 r21 r22 r23 … r2m 
User 3 r31 ? r33 … r3m 
… … … … … … 
User n rn1 rn2 rn3 … rnm 

 
The main advantage of this approach is that it is capable of recommending items without relying on domain 
knowledge about content. This algorithm requires large amount of information to make accurate prediction, 
utilizing small amount of information leads to the cold start problem. Common problems of this method 
includes cold start, scalability and data sparsity. Collaborative filtering can be categorized based on the way 
user rating is processed and contents recommended to the target user [16]. The sub-categories of 
collaborative filtering are: 
 

i. Memory-based Filtering Algorithms 
ii. Model-based Filtering Algorithms 

 
2.3.1 Memory-based collaborative filtering 
 
There are generally two types of memory-based filtering algorithm, user-based and item-based collaborative 
filtering. 
 

i. User-based collaborative filtering identifies users that share similar interest with the target user and 
calculate predicted preference for the target user [17]. 

ii. Item-based collaborative filtering [18] finds a correlation between all pairs of items. 
 
Different similarity measures are used to predict item/users similar to the target user. These measures 
process user ratings of items to generate recommendation to the target user. Examples are Pearson 
correlation similarity, Cosine similarity, Euclidean distance, Manhattan distance, Minkowski distance and 
Jaccard similarity. 
 

i. Pearson correlation similarity [19]: Is a measure of the linear correlation between two users’ u and v by 
considering commonly rated items. This method evaluates to a value between -1 and 1[20,21]. The value 1 
represents a total positive linear correlation, 0 is no linear correlation, and -1 is total negative linear 
correlation. Pearson similarity between the two users is defined in equation. 2.1 
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where ru  and rv    represents average rating of user u and user v . 

 

ii. Cosine similarity: This method measures the similarities between two users’ u and v by considering users 
as vectors of item ratings and taking the angle between each rating vectors, hence measuring the cosine 
between the vectors of two users [16]. Cosine similarity is an efficient metric especially for sparse vectors. 
The cosine similarity between two users is defined in equation. 2.2 
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iii. Jaccard Similarity: Measures the similarity/overlap between two finite set (in this recommender systems 
context, similarity/overlap of two users’ ratings). This measure is defined as the size of the intersection 
between two finite set divided by the size of union between the sets as in equation. 2.3. The range of Jaccard 
similarity value is between 0 and 1 with 0 indicating no overlap and 1 indicating complete overlap. 
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iv. Mean squared difference: this metric is used to compute the mean squared difference similarity between 
all pairs of users or items. 
 
Mean squared difference MSD for each user u is calculated as follows as in equation. 2.4 
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2.3.2 Model-based collaborative filtering 
 
Model-based collaborative filtering develops a model using machine learning algorithms to predict user 
ratings. Model-based algorithms include clustering models, Bayesian networks, latent semantic models, deep 
learning and Markov decision process MDP [22]. Commonly used model-based algorithms are discussed 
below. 
 
i. Clustering collaborative-filtering CF group users with similar interest into clusters. Users in the same 
group share similar interest or ratings while users in different groups have dissimilar interests. Similarity is 
determined using a distance measure, such as ones reviewed in section 2.3.1. Clustering is employed to 
improve efficiency because the number of operations is reduced [13]. 
 
There are many clustering algorithms such as k-mean, density-based clustering and hierarchical clustering. 
 
A k-means clustering algorithm [13] works as follows: 
 

(a)  The algorithm works by randomly selecting k centroids. 
(b)  It partitions N items into number of clusters whose centroid is close to them. 
(c)  Then the given distance measure is used to measure distance between items. The closer the distance 

is between items the more similar they are. 
(d)  The cluster centroid is adjusted to account for the items whose cluster has changed. 
(e)  The iterative process continues until there are no further items that change their cluster 

membership. k-means is a simple and efficient algorithm however it assumes problems when 
clusters are of differing sizes and densities [13]. 

 
Co-clustering approach is similar to the correlation and clustering-based techniques for the reason that 
neighbourhoods’ are employed for prediction [23]. Co-clustering algorithm [24] is a technique which allows 
simultaneous clustering of the rows and columns of a matrix. This algorithm generates prediction based on 
the average ratings of the user-item neighbourhood. 
 

The prediction ruiˆ  is given as: 
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where
,Cui

,Cu
,Ci


u and 


i  denoted as average rating of co-cluster Cui , average rating of users 

cluster Cu , the average rating of items cluster Ci, mean of all ratings given by user u, mean of all ratings 
given by item i respectively. 
 
ii. Matrix Factorization models factorize a user-item rating matrix into product of two lower dimensionality 
matrices [25]. The row or column associated to a specific user or item is referred to as latent factors. This 
method relies on latent factors that serve a major purpose in recommendation. Matrix factorization has the 
advantage of utilizing implicit feedback by analyzing user behavior such as purchase history or search 
patterns to make predictions. Algorithms such as Singular value decomposition SVD, SVDpp and Non-
Negative Matrix Factorization NMF derived from SVD are used for recommendation purposes. For matrix 

factorization expected rating ruiˆ  can be expressed as: 
pqr u

T

ui i
ˆ  

 
(a) Singular value decomposition SVD [13,25,26] is matrix factorization technique that is generally used to 
identify latent semantic factors in information retrieval [25]. SVD in collaborative filtering requires factoring 
user-item ratings matrix. In SVD each item i is associated with an item-factor vector qi and user u is 
associated with a user-factor vector pu. These factors qi and pu can be found in such a way that the square 
error difference between their dot product and the known rating in the user-item matrix is minimum using 
equation. 2.6 [25,26]. 
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To learn the factors qi and pu, a regularized term is added to avoid overfitting the factored matrix to the 
original rating matrix as in equation. 2.7 [25], where k is the set of the user-item pairs (u, i) for which rui is 
known. 
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(b) SVDpp algorithm [13] is a derivative of SVD that considers implicit ratings. Although SVD is known for 
its accuracy and scalability, SVDpp is known to offer better accuracy than SVD [26]. The predicted rating

ruiˆ  is given in equation. 2.8: 
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where pu, qi, yj, μ, bu and bi represents user factors, item factors, implicit item factors, mean of all known 
ratings, user biases and item biases respectively. 
 
(c) Non-negative Matrix Factorization NMF: is a collaborative filtering algorithm based on NMF [27]. The 

prediction ruiˆ is expressed as pqr u

T

iui
ˆ  where user and item factors are kept positive. The optimization 

procedure is a regularized stochastic gradient descent SGD employed with a specific choice of step size that 
ensures non-negativity of factors. At each step of these SGD procedure, the factors for user u and item i are 
updated as follows: 
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where λi and λu are regularization parameters. 

 
iii. Deep Artificial Neural Network DeepNets: Deep artificial neural networks consist of stacked inter-
connected nodes and weighted links modeled after the human brain and designed to recognize patterns. 
Within a short span of years, increased interest in deep learning techniques have started to dominate 
algorithmic research in recommender systems. Different applications of deep learning techniques are 
explained in section 3. 

 
iv. Nearest Neighbour models: Most common collaborative filtering methods are based on neighbourhood 
models. Koren [26] discussed two approaches, user-oriented and item-oriented methods. In user-oriented 
approach, ratings are predicted based on recorded ratings of similar minded users. Item-oriented approach, a 
rating is estimated using known ratings made by the same user on similar items. 
 
Common similarity measure such as Pearson correlation is used to compute similarity between items. 
Algorithms such as KNNWithMeans and KNNWithZScore are derived from a basic nearest neighbour 
approach. 
 

(a) KNNBasic is a basic collaborative filtering algorithm. The prediction ruiˆ  is given as: 
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where 
)(uN

k

i and 
)(iN

k

u represents the k nearest neighbour of user u that have rated item i and the k 
nearest neighbors of item i that are rated by user u respectively. 
 
(b) KNNWithMeans is basic collaborative filtering algorithm that considers the mean ratings of each user. 

The prediction ruiˆ  is given as: 
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where μu and μi represents the mean of all ratings given by user u and the mean of all ratings given to item i. 
 
(c) KNNWith Z Score is a collaborative filtering algorithm that takes into account the z-score normalization 

of each user. The prediction ruiˆ  is given as: 
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where σu, σv represents the standard deviation of all ratings given by user u and the standard deviation of all 
ratings given to item i respectively. 
 

(d) KNN Baseline is a basic collaborative filtering algorithm taking into account a baseline rating. The 

prediction ruiˆ  is given as: 
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where bui represents the baseline rating of user u for item i. 
 
v. Bayesian Classifier: Most model-based recommender systems are based on Bayesian classifiers. Bayesian 
classifier is a probabilistic technique for solving classification problems. The Naive Bayes is a type of 
Bayesian classifier that is based on the Bayes theorem with the naïve assumption among variables [28]. 
Mooney [29] proposed a naive Bayesian text classifier for book recommendation with independent 
assumption among variables, for instance the occurrence words w in a document D is dependent on the 
document class c but independent of other words w. There are T different types of information about a books 
such as title, author, genre and synopsis. The posterior probability of each class cj   given a document D is 
computed using Bayes rule: 
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where P(cj) and P (wi |cj) must be estimated from the training data. 
 
The posterior category probabilities for a book, by can be calculated as follows:  
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where, P (wti |cj, Tt) is the probability of a word wti given a class cj and type Tt. Hence, the parameters of the 
model are also estimated from the training data. 
 
vi. Fuzzy Logic is suitable for modeling inexact data and incomplete knowledge. Fuzzy logic has been 
widely used in the design of a recommender system to handle the uncertainty, impreciseness and vagueness 
in item features as well as users behavior and preference [30]. Applications of fuzzy logic to recommender 
systems are highlighted in section 3. 
 

2.4 Knowledge-based filtering 
 
Knowledge-based filtering KBF [31,32] relies on explicit knowledge acquisition to provide 
recommendation. In this approach item domain knowledge is matched against user preference. The cold-start 
problem of collaborative filtering algorithm is eliminated because this type of recommendation does not rely 
on user’s interaction with items. The major limitation faced by the KBF is the construction of the knowledge 
base [33], which usually requires considerable domain knowledge, and expertise in knowledge 
representation. 
 

2.5 Hybrid filtering 
 
Hybrid filtering combines the features of two or more traditional recommender algorithms to improve 
efficiency and enhance performance [34,35]. Hybrid approach can also be used to overcome limitations of 
recommender system such as cold start and sparsity problems. Burke [34] compares seven basic 
hybridization strategies: weighted, mixed, switching, feature combination, feature augmentation, cascade 
and meta-level. 
 

2.6 Problems 
 
Collaborative filtering and content-based filtering have several shortcomings. 
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i. Data Sparsity: The availability of rating data affects the performance of recommender system. There are 
situations where there is immense history of rating data, such situations are called warm-start scenarios. 
Collaborative filtering generally depends on other users to predict user ratings thereby perform better than 
content-based filtering in such scenarios. Content-based filtering requires extensive attribute information to 
predict user ratings therefore outperform collaborative filtering in cold-start situations where there is sparse 
past rating data. 
 
ii. Scalability: Collaborative filtering performs better with large number of rating data however a massive 
increase in the number of users and items will require more computational resources. 
 
iii. Grey sheep: This collaborative filtering problem refers to users with inconsistent preferences [37]. Such 
users can hardly benefit from collaborative filtering because their interest rarely match other users. Another 
challenge is a black sheep problem which refers to users with unique preferences thereby recommendation 
for such users is usually a difficult task. 
 
iv. Serendipity: Content-based systems typically recommend items that match similar ones that a user 
preferred in the past. Therefore, content-based systems are faced with over-specialization or serendipity 
problem [13] since they recommend items that are too similar thereby hindering the chance of discovering 
unexpected new interests. 
 
v. Limited content problem: Content-based systems depend on attribute information to provide 
recommendations. These systems have a natural limit in the number and type of features that they can 
capture [13], sometimes additional information is needed to provide suitable recommendation. 
 

3 Applications of Recommender System 
 
This section highlights the widespread application of recommender systems. 

 
i. Clustering Algorithms: Clustering is widely applied in recommender to improve efficiency and solve 
problems. Wasid [36] proposed a technique that incorporates multi-criteria clustering approach into 
traditional recommender systems to improve efficiency. A clustering algorithm was introduced to identify 
and resolve the grey-sheep users problem [37] and deal with cold start problem of recommender system     
[38]. 

 
ii. Bayesian Classifier: Bayesian classifiers have been employed in recommender systems to improve 
performance. For example Ghazanfar [28] proposed a framework that combines a Naive Bayes classifier 
with collaborative filtering to provide better performance in terms of coverage and accuracy. 
 
Lee et al. [39] proposed an ontology-based product recommender system that combines Bayesian belief 
network and ontology to generate recommendations to individual customers. 
 
Zimmerman et al. [40] provided a TV program recommender system, which combines Bayesian classifier, 
artificial neural networks and decision tree to generate recommendations. 

 
Google News [41] is a personalized news recommender system that predict news preference of individual 
user by developing a Bayesian model from genuine news interest of users and the current news trend. 
NewsDude [42] is a news recommender system that uses a machine learning approach to model user’s short 
term and long term interests. NewsDude employs nearest neighbor algorithm to model short-term interests 
and naive Bayesian classifier to model long-term interest. 
 
iii. Artificial Neural Networks: Recent advances in deep learning based recommender systems have gained 
increasing attention by overcoming the limitations of conventional models and improving recommendation 
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quality. For example, Lin [43] compared two recent neural approaches to baseline neural methods in the 
field of information retrieval. 
 
Zhang et al. [44] al highlights the state-of-art categories of deep learning based recommendation models and 
classified the models into recommendation with neural building blocks and recommendation with deep 
hybrid model based on the deep learning technique employed. Sheikh et al. [45] introduced deep learning 
based content-collaborative methodology for personalized size and fit recommendation to alleviate the 
sparsity problem of collaborative filtering. This method incorporates a split-input neural network 
architecture with global and entity-level embedding parameter. The global parameters enable the model to 
capture information relevant for predicting customer’s size/fit and the entity-level embedding parameters 
allows the model to acquire implicit properties of individual customers and articles for personalized 
recommendations. 
 
He [46] introduced neural network-based collaborative filtering that expresses matrix factorization by 
replacing the inner product with a neural architecture to learn an arbitrary function from data. 
 
iv. Fuzzy Logic: Porcel [47] introduced a recommender system for research resources based on fuzzy 
linguistic modeling. The recommender system employs a multi-granular linguistic modeling to improve 
users filtering activity and generates useful recommendations to researchers in accordance with their 
research areas. 
 
Chen et al. [48] discussed the applications of fuzzy item response theory in e-learning system. Chen 
developed a personalized intelligent tutoring system capable of recommending courseware with suitable 
difficulty levels for learners according to learners uncertain/fuzzy feedback responses. 
 
v. Genetic Algorithm: Genetic algorithm GA is heuristic search algorithm that is inspired by Darwin’s 
theory of natural evolution. Genetic algorithm has been widely applied to many applications in different RS. 
For example, Bobadila [49] presents a metric applicable to collaborative filtering recommendation to 
measure similarity between users using genetic algorithm. This metric was calculated via a simple linear 
combination of values and weights. Values are calculated for each pair of users between which the similarity 
is obtained, whilst weights are only calculated once, making use of a prior stage in which a genetic algorithm 
extracts weightings from the recommender system. The obtained result improves prediction quality, 
recommendation quality and overall performance. 
 
Kim and Ahn [50] applied GA-based k-means clustering to online shopping market to improve segmentation 
for personalized recommender systems in comparison to other typical clustering algorithms. 
 
Marung [51] proposed Top-N recommender system using visual-clustering methods based on genetic 
algorithm to address cold-start and sparsity problems. The methods presented are the hybrid between the 
visual-clustering recommendation and user-based methods, and the hybrid between the visual-clustering 
recommendation and item-based methods. 
 

4 Evaluation Process 
 
We used the MovieLens data set [52] for our evaluation. This is a popular data set used by researchers        
and developers in the field of recommender systems. This data set downloaded from the internet has been 
widely used in collaborative filtering research. This data set contains 100836 ratings created by 610 users 
between March 29, 1996 and September 24, 2018 across 9742 movies. We only considered users that have 
rated 10 or more movies. The rating distribution of the data set is shown in Fig. 2. We ran all our 
experiments on a Linux based PC with 4 Intel Core i3-5005U processor having a speed of 2.00 GHz and 7.7 
GB of RAM. 
 
 



Fig. 2. Percentage of rating for MovieLens dataset
 

Fig. 3. Comparative performance of different algorithms based on accuracy

Fig. 4. Comparative performance of nearest neighbour models based on accuracy

Fig. 5. Comparative performance of matrix factorization models based on accuracy
 

4.1 Evaluation Method 
 
Recommender systems research has used several types of measures for evaluating the quality of a 
recommender system. The most commonly used accuracy metrics for evaluating accuracy of recommender 
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Recommender systems research has used several types of measures for evaluating the quality of a 
recommender system. The most commonly used accuracy metrics for evaluating accuracy of recommender 
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Mean absolute error measures the average of the absolute difference between the predicted and actual rating.
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Root mean square error RMSE is the square root of the average of the difference between predicted and 
actual ratings. 
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where rui  and ruiˆ  are the actual and predicted rating respectively.
 
However, accuracy metrics are not suitable for measuring ranking performance of recommender systems. 
Therefore, the study also conducted an evaluation based on ranking metrics Precision@k, Recall@k and 
F1score. 
 

Fig. 6. Comparative performance based on ranking metrics
 
Precision@k is the fraction of recommended items that are relevant. Precision@k for each user is calculated 
as shown in equation. 4.3 
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Recall@k is the fraction of relevant items that are recommended. The Recall@k score for each user is 
calculated as shown in equation 4.4. 
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F1 score is the harmonic mean score of precision and recall. F1 score is calculated as shown in equation. 4.5 
as follows: 
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4.2 Results 
 
In this section we present the results of our evaluation. A set of algorithms representative of the different 
techniques found in the literature were considered for evaluation. In this work, we run a cross validation 
procedure for 8 algorithms reporting accuracy measures and computation times shown in Fig. 3. Algorithms 
such as KNN Baseline, KNN with Z Score, KNN with Means, KNN Basic, SVD, SVDpp, NMF and Co-
clustering are all described in section 2. Regarding accuracy metrics differences among nearest neighbours 
models such as KNN Baseline, KNN with Z Score, KNN with Means, KNN Basic are shown in Fig. 4. In 
this group KNN Baseline presents the best result. In the matrix factorization models, SVD, SVDpp and NMF 
algorithms present different results. SVDpp present the best result in this group as shown in Fig. 5. SVDpp 
obtains the best overall result slightly better results KNN Baseline. 
 
To perform evaluation based on ranking metrics the dataset is split into training data and test data, the 
algorithm uses 75% of the dataset as training data and 25% as test data to generate predicted ratings. The 
Precision@k and Recall@k is computed for each user and the average is computed over all users. The 
results of the evaluation in terms of Precision@k, Recall@k and F1 score for different algorithms are 
displayed in Fig. 6. In our evaluation KNNBasic presents the best result in F1 score and Recall@k whereas 
SVDpp model records the best Precision score. 
 

5 Conclusions 
 
In this paper, we review the different types of recommendation filtering methods focusing on model based 
algorithms namely: matrix factorization model, nearest neighbours model and clustering models. 
Widespread applications of recommender systems are highlighted such as the application to fuzzy logic and 
genetic algorithms. We evaluate 8 types of algorithms thereby showing the performance of different types of 
algorithm in terms of different metrics such as MAE, RMSE, Recall, Precision and F1 score. As a future 
work, we would like to apply models such as tensor factorization models to generate context-dependent 
recommendation. Furthermore, we would like to evaluate our algorithms on dataset of domains other than 
movies, such as Book-Crossing data set. 
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