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Abstract 
 

The morphology of Arabic plays an important role of computational natural language processing systems. 
The rich morphology, and the complexity of word formation all contribute to making morphological 
approaches to Arabic very challenging. In this paper, we present a new method for Arabic document 
classification using maximum entropy and morphological derivation of Arabic words. In this paper, 
maximum entropy and Arabic word derivative morphology for text classification by estimating the 
conditional distribution of the class variable given the document.  Using these derivatives we can find              
a related words in the document which contains words and its derivatives. The proposed approach is 
designed for vowel and unvowel Arabic document. 
 

 
Keywords: Document classification; Arabic information retrieval; Arabic morphology; maximum entropy. 
 

1 Introduction 
 
Document Classification (DC) is the process of grouping similar document in the same class or field. DC has 
rapidly grown into a major research area [1-13] as illustrated by the Document Understanding Conference 
(DUC) and Text Analysis Conference (TAC) series. Arabic classification systems are still not as 
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sophisticated and as reliable as those developed for other languages like English. This is due to the richness 
and complexity of Arabic morphology. The earlier approach for automatic classification is word extraction, 
where key sentences from the input documents are selected based on some of the features. Some information 
in the text is useful for sentence extraction, such as, word frequency; title of the text; position of the 
sentence; a cue phrase in the text and cohesion in text. Stands to reason the important sentences not only 
contain frequently words, but also that's strongly related to the documentary field. The degree of the 
importance of sentences depended on how its words related to a document.  
 
Arabic is one of the most widely used languages in the world, yet there are relatively few studies on retrieval 
and classification of Arabic documents. Arabic is one of the six official languages of the United Nations. It 
is the mother tongue of 300 million people. Developing text classification for Arabic documents is a 
challenging task due to the complex and rich nature of the Arabic language. Classifying Arabic text is 
different than classifying English language because Arabic is highly inflectional and derivational language 
which makes monophonic analysis a very complex task. The Arabic language consists of 28 letters, is 
written from right to left and the majority of words have a tri-letter root. It needs to be stated that the N-gram 
as an indexing system is used to classify documents but it is still insufficient to classify Arabic documents. 
Therefore, this study proposes an innovative means to classify documents by using maximum entropy and 
Arabic morphological derivatives.  
 
The Arabic morphology considers special challenge to computational natural language processing system 
.Arabic is a complicate languge due to its morphology, this reason   produces Arabic IR researches depends 
on Arabic morphology [14-21]. Arabic morphology becomes an vital part of many Arabic information 
retrieval system. Arabic offers unusual challenges for data driven. any word in Arabic language is consists of 
a stem with a consonantal root and pattern. Furthermore, it contains affixes and vowels; also sometimes the 
same root with different vowels stands different meaning. For example, there is a clear sense in which the 
forms “ ُقـَلْب: qalbu, which means heart in English”, “ َقـَلَب: qalaba, which means turn in English” and “ َقـَلَّب: 
qallaba, which means stir in English” are morphologically related to one another although they do not share 
in meaning. Many research in AIR based on stem [22,23] stemming is a method used in IR. These require 
deleting the vowels and it is a big mistake because many words become the same although they differ in 
meaning.     
 
In this paper, a new technique for Arabic document classification is devolped using maximum entropy and 
Arabic morphological derivatives. To discover the derivatives for words, we find all real derivatives 
included in Arabic derivation such that; active, passive and imperative for a verb. In addition, Active 
Participle, Passive Participle, The Elative, Noun of the Instrument, The Adverb and Intensive Adjective for 
noun. Then construct a morphological derivatives frame for each word with its all possible derivatives and 
its relation. For example the word “ ََكَتب, kataba which means in English wrote” has a relation with the word 
 .kaatab which means in English writer” as Active Participle ,كَاتب“
 
The rest of this paper is organized as follows; Section 2 defines maximum entropy and how use it to 
document classification. In Section 3 Arabic morphology was discussed. Section 4 our new algorithm to 
extract all derivatives of FA words will illustrate. Section 5, explains Conclusion and future work. 
 

2 Maximum Entropy for Text Classification 
 
2.1 Maximum entropy modeling 
 
Maximum entropy is a technique for learning probability distribution from data. Maximum Entropy was in 
the beginning used to guesstimate how much of the data can be packed together before they are transmitted 
over a communication channel [24,25,26]. Entropy measures the average uncertainty of a single random 
variable X: 
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H�p� = H�X� = ∑ P�x�log	�∈� P�x�,  
 
Where p(x) is the probability mass function of the random variable X.  
 
On the other hand, in natural language processing, we want to locate a model to make the most of the 
entropy. 
 
Numerous troubles in natural language processing can be re-formulated as statistical classification problems. 
particularly, in text classification we consider the text classification task to be a process W which takes as 
input a document d and produces as output a class c. The output of the process W may be affected by some 
contextual information X, whose domain is all the possible textual information contained in the document d.  
 
2.2 Maximum entropy for text classification  
 
The rule of Maximum Entropy (ME) is base the idea that when estimate the possibility distribution, one 
should select that distribution which leaves you the biggest residual uncertainty. 
  
The entropy could be maximized logically. Using the constraint and the fact that the probabilities add up to 
1, we expressed two of the unknown probabilities in terms of the third. 
 
Next, the possible range of values of the probabilities was determined using the fact each of the three lies 
between 0 and 1. Then, these expressions were substituted into the formula for entropy S so that it was 
expressed in terms of a single probability. Then any of several techniques could be used to find the value of 
that probability for which S is the largest. 
 
In order to apply maximum entropy for a domain, we need to select a set of features to use for setting the 
constraints. 
 
For text classification with maximum entropy, we use word counts as our features. More specifically, in this 
paper for each word-class combination we instantiate a feature as: 
 

��,�̀��, �� = �					0					��		� ≠ �̀���, ������ �  !ℎ#$��%#, 
 
where N(d;w) is the number of times word w occurs in document d, and N(d) is the number of words in d. 
With this representation, if a word occurs often in one class, we would expect the weight for that word-class 
pair to be higher than for the word paired with other classes. In most natural language tasks using maximum 
entropy the features are natural binary features. In text classification, we expect that features accounting for 
the number of times a word occurs should improve classification. 
 

3 Arabic Morphology 
 
Morphology is Part of linguistics which study word formation and structure. It is consists of inflectional 
morphology and derivational morphology [27,28,29,30]. Inflectional morphology is distinct as the apply of 
morphological methods to form, inflected word forms from a lexeme. Inflection word forms show 
grammatical associations between words. However, derivational morphology is apprehensive with the 
derivation of new words from other words using derivational affixes. A root or a morpheme is the minimum 
item of language which has a meaning [31,32]. The morphological handing out is needed in natural language 
processing to handle inflected word forms. An Arabic word composed of a stem. A stem is consists of a 
consonantal root and a pattern. also, it contains affixes and vowels. There are 15 trilateral form, of which at 
least 9 are familiar. Within each conjugation pattern, an entire pattern is found. Two voices (active and 
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passive) and tense (perfect and passive) and five moods (indicative, subjective, jussive, imperative and 
energetic). 
 

3.1 The Arabic vowels  
 
Arabic has 3 vowels,   ◌َ Fat-ha (A),  ◌ِ Kasra (E/I) and  ◌ُ Damma (U) These are marks that go on top or 
underneath a letter. If a letter has a vowel, it means that vowel comes after that letter. You can “double” 
these vowels; this will add the sound of the letter N at the end. This doubling can only happen at the end of a 
word like  ٍ◌2 Kasra (EN),  ◌ً2 Fat-ha (AN),  ◌ٌ 2 Damma (UN). If a letter has no vowel after it, we put a 
special symbol on top of that letter to indicate it, this symbol is called a Sukoon  ◌ْ  like (  ِْـي Yaa (EE) , ـا 
Aleph (AA),  ُْـو Waw (UU),  َْـيYaa Leen (EI),  ْـو Waw Leen (AW)). If there is a letter with a Sukoon, then the 
same letter in the same word again, the two letters will be written as one and a special symbol will be placed 
on top of the letter to indicate this, This symbol is called the Shadda   ◌ّ The vowel of the second letter is 
placed on top of underneath the Shadda, not on top of underneath the letter itself. The letters Aleph, Waw 
and Yaa can act as long vowels. The Aleph stretches the Fat-ha vowel to form a long AA sound. The Waw 
stretches the Damma vowel to form a long OO sound. The Yaa stretches the Kasra vowel to form a long EE 
sound. So,  Aleph must always have a Fat-ha before it. Similarly if Waw is acting as a long vowel, it will 
have a Sukoon on it and a Damma before it, And if Yaa is acting as a long vowel, it will have a Sukoon on it 
and a Kasra before it.  Waw and Yaa can also act as semi-vowels. Waw can form the semi-vowel AW / OW, 
as in “Howl”. Yaa can form the semi-vowel EI, as in Hussein. This will happen if they have a Sukoon and a 
Fat-ha before them. Several words in Arabic have the same spelling but with different vowels yields to 
different meaning. For examples, the word ( َلِك ٰـ كَ مُلۡ ) maaleka, which means owner in English) and the word :مَ : 
moleka which means Sovereignty in English).Also, the word (ميِّت: myaat which means the person who will 
die but he still alive in english) and the word (ميْت: myt which means the person who actually died in 
English). Also, the word (كَره : karah which means in English the hardship which affect rights outside of 
itself and with force) but the word (كُره : koreh which means in English the hardship which affect the human 
from itself and wish it like Pregnancy and childbirth for women). By this example, we can know that Arabic 
language is a different language not complex but amazing. For this, we must treat it as a special case, not 
like other languages. In this paper, proposed a new technique to find a derivation frame for any word in 
Arabic with its relation for the word. In addition find the real derivatives for words, not useless derivatives. 
This will be very effective in document summarization.          
 

4 Derivatives Frame and Its Algorithm  
 
Arabic morphology contains more derivatives and this is present, past and imperative verbs for masculine, 
feminine, dual and plural. Also, actor, object, source, adjective, exaggeration formula, the name of 
preference, the place name, the time name and instrument name. For example, the verb “فتُْح” which means 
opening in English. The important derivatives as follows: 
 

1- Actor the person who opens, “فاتح” means opener. 

2- Object, Signed by the act like “مَفتوح” means the opened. 

3- The place where opening “مَفتح”. 

4- Machine name or the instrument of opening “مُفتاح”, which means key in English. 

5- Derivatives verbs  

 
In this paper we treat with not only the word, but the word with it is derivatives and find the maximum 
entropy for words and its derivatives.  
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Algorithm 1: FAD word algorithm 
 
Input: a set of words 
 
Output: a set of DW sets, DW= { �&' , �' , … , �)'}. �ℎ#$#, �,' is a set of     derivatives for the word  �, , 1 ≤ � ≤ /.  : ∗/�,'= { �,'&2 , �,'3 , … , �,'4}   
 
Method  
 

 Let 5 = {�&, �, … , �)}	 is a set of 785, 9785	
       ∀	�, ∈ 5, 1 ≤ � ≤ / 

        Find  �,;<' , where �,;<'is the set of derivatives for each word  �, ∈ 5. 

         {  

               If 	=�>=3 , 	=�> is the length of a word 

 let  �,= ?&??@ ,where C’s is an actual letter or  then	 
{ 

     PrSM= y?&	?	?@, y=ي                               

   PrSF= T?&	?	?@, T=ت                               

  PrDM= y ?&	?	?@, y=ي , a=ا                 

  PrDF= T?&	?	?@,T=ت , a=ا                 

 PrPM= y?&	?	?@, y=ي , wo=وا           

 PrPF= T ?&	?	?@, T=ت , N= ن               

} 

 

  If (E& =  َ◌	 ∧ 	E =  َ◌�	then	 
{ 

  { 

   PrSM= y  َ◌?&  ْ◌?  َ◌?@  ُ◌, y=ي                               

   PrSF= T  َ◌?&  ْ◌? َ◌?@  ُ◌, T=ت                               

  PrDM= y  َ◌?&  ْ◌?  َ◌?@a  َ◌, y=ي , a=ا                 

  PrDF= T  َ◌?&  ْ◌?  َ◌?@a  َ◌, T=ت , a=ا                 

 PrPM= y  َ◌?&  ْ◌?  َ◌?@wo  ُ◌, y=ي , wo=وا           

 PrPF= T  َ◌?&  ْ◌? َ◌?@N ◌ّ, T=ت , N= ن               

} 

Or 

{ 

   PrSM= y  َ◌?&  ْ◌?  ِ◌?@  ُ◌, y=ي                              

   PrSF= T  َ◌?&  ْ◌? ِ◌?@  ُ◌, T=ت                              

  PrDM= y  َ◌?&  ْ◌? ِ◌?@a  َ◌, y=ي , a=ا                 

  PrDF= T  َ◌?&  ْ◌? ِ◌?@a  َ◌, T=ت , a=ا                 

 PrPM= y  َ◌?&  ْ◌? ِ◌?@wo  ُ◌, y=ي , wo=وا          

 PrPF= T  َ◌?&  ْ◌? ِ◌?@N ◌ّ, T=ت , N= ن               

} 

Or 
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{ 

   PrSM= y  َ◌?&  ْ◌?  ُ◌?@  ُ◌, y=ي                              

  PrSF= T  َ◌?& ْ◌?  ُ◌?@  ُ◌, T=ت                              

  PrDM= y  َ◌?&  ْ◌? ُ◌?@a  َ◌, y=ي , a=ا                 

  PrDF= T  َ◌?&  ْ◌? ُ◌?@a  َ◌, T=ت , a=ا                 

 PrPM= y  َ◌?&  ْ◌? ُ◌?@wo  ُ◌, y=ي , wo=وا          

 PrPF= T  َ◌?&  ْ◌? ُ◌?@N ◌ّ, T=ت , N= ن               

} 

: 

: 

: 

: 

Adjective 6: ?&  ُ◌?E?@E@G َ◌/					, G = /			,ا =  ن

Adjective 7: ?&E&? ْ◌H?@ َ◌	G َ◌				, G =  ى

Exaggeration formula 1: ?&  َ◌?  ّ◌	G	?@	, G =     			ا
Exaggeration formula 2: I ِ◌?&  ْ◌? َ◌	G	?@	, G =     			ا
Exaggeration formula 3: ?&  َ◌?  ُ◌	� 	?@	, � =      		و
Exaggeration formula 4: ?&  َ◌?  ِ◌	H	?@	, H =         		يـ
Exaggeration formula 5: ?&  َ◌?  ِ◌	?@				        
Exaggeration formula 6: I ِ◌?&  ِ◌? ْ◌	?@			        
Exaggeration formula 7: m ِ◌ ?&  ْ◌?H		?@		, H = �   			يـGI#	 �	J$#�#$#/�#:	G َ◌	?&E&?E?@E@  ,a=أ  �GI#	 �	JLG�#	G/�	!�I#:	I َ◌	?&  ْ◌? َ◌?@  ,m=م ـ �/%!$MI#/!	/GI#	1:	I ِ◌	?&  ْ◌? َ◌?@  ,mم=ـ �/%!$MI#/!	/GI#	2:	I ِ◌	?&  ْ◌? َ◌	G َ◌?@  ,mم=ـ , a=ا �/%!$MI#/!	/GI#	3:	I ِ◌	?&  ْ◌? َ◌?@ℎGG  ,mم=ـ , haa=ة } 

 

Where,  PrSM: Present Singular Male, PrSF: Present Singular Female, PrDM: Present Dual Male, PrDF: 
Present Dual Female, PrPM: Present Plural Male, PrPF: Present Plural Female, PrSM: Present Singular 
Male, PrSF: Present Singular Female, PrDM: Present Dual Male, PrDF: Present Dual Female, PrPM: 
Present Plural Male, PrPF: Present Plural Female, PrSM: Present Singular Male, PrSF: Present Singular 
Female, PrDM: Present Dual Male, PrPM: Present Plural Male, PrPF: Present Plural Female, PSM: Past 
Singular Male, PSM: Past Singular Female, PD: Past Dual, PPM: Past plural Male, PPM: Past plural 
Female, ISM: Imperative Singular Male, ISF: Imperative Singular Female, ISF: Imperative Dual, IPM: 
Imperative plural Male, IPF: Imperative plural Female, OSM: Object Single Male, OSF: Object Single 
Female, OSM: Object Single Male, OSM: Object Single Male, OSM: Object plural Male, OSM: Object 
plural Female, ASM: Actor Single Male, ASF: Actor Single Male, ADM: Actor Daul Male, ADF: Actor Daul 
Femal, APM: Actor Plural Male, APF: Actor plural Femal, PrSM: Present Singular Male. 
 

5 MED Clasification Method 
 
Classification methods based on ME classification specificity assume that it is possible to determine the 
importance of a sentence on the basis of the words which constitute it. The most common way to achieve 
this is to find all derivative morphology in the document, and find the sentences which contain these words. 
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A classification of the source is produced by extracting the words, which words and its derivatives that 
appearance in the other document. 
 
In this section we present the classification algorithm which depends on collects words which contains 
words and derivation.  
 
Maximum Entropy derivative Algorithm takes the input as a set of derivative words, which every �,	is 
belongs to a class. For every �,'P 		 ∈ �,' the documents will assign to the class which contain the words. 
 
Algorithm 2: Maximum entropy derivative algorithm 
 
Input: a set of Drivatives Words, extracted by ME  
 
FAD= { �&' , �', … , �)'}. �ℎ#$#, �,' is a set of derivatives for the word  �, , 1 ≤ � ≤ /.  : 
 ∗/�,'= { �,'2 , �,'3 , … ,�,'4}   
 
Output: classification documents 
 
Method  
 

    ∀	�,'P 		 ∈ �,'	, 1 ≤ � ≤ /	,			1 ≤ Q ≤ / 

          If 	�,'P 	 ∈ RS	, RS	�%	!ℎ#	� �MI#/!	� $�%	 
        ∀	�,'P  assign the documents to the class  which contain �,'P  
          
End 

 

6 Conclusion and Future Work 
 
The paper offered an alteration of existing Arabic morphological analysis technique to make them fit for the 
requirements of AIR applications. In this paper, derivation frames based on morphological and knowledge 
bases of verb lexicons can be related to produce a detailed representation of texts. The technique described in 
this paper has been applied to classification. For the future work an experiment in large Arabic data will be 
developed.  
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