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Abstract

The morphology of Arabic plays an important role of corapiahal natural language processing syste
The rich morphology, and the complexity of word formation ahtribute to making morphological
approaches to Arabic very challenging. In this paperpvesent a new method for Arabic document
classification using maximum entropy and morphologicalvdéon of Arabic words. In this paper
maximum entropy and Arabic word derivative morphology fott telassification by estimating the
conditional distribution of the class variable given thewent. Using these derivatives we can find
a related words in the document which contains words andeitivatives. The proposed approach is
designed for vowel and unvowel Arabic document.

Keywords: Document classification; Arabic informatiorrietal; Arabic morphology; maximum entropy.

1 Introduction

Document Classification (DC) is the process of grouginglar document in the same class or field. DC has
rapidly grown into a major research area [1-13] as ilistt by the Document Understanding Conference
(DUC) and Text Analysis Conference (TAC) series. Arablassification systems are still not as
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sophisticated and as reliable as those developed for latiggrages like English. This is due to the richness
and complexity of Arabic morphology. The earlier approfchrautomatic classification is word extraction,
where key sentences from the input documents are selectstldrasome of the features. Some information
in the text is useful for sentence extraction, such asd virequency; title of the text; position of the
sentence; a cue phrase in the text and cohesion in tardsSto reason the important sentences not only
contain frequently words, but also that's strongly relatedhe documentary field. The degree of the
importance of sentences depended on how its words relagedbmiment.

Arabic is one of the most widely used languages in thédwget there are relatively few studies on retrieval
and classification of Arabic documents. Arabic is one ofsikeofficial languages of the United Nations. It
is the mother tongue of 300 million people. Developing textsilaeation for Arabic documents is a
challenging task due to the complex and rich nature of the Arabipuidge. Classifying Arabic text is
different than classifying English language becafisbic is highly inflectional and derivational language
which makes monophonic analysis a very complex tasle Arabic language consists of 28 letters, is
written from right to left and the majority of words haveidetter root. It needs to be stated that the N-gram
as an indexing system is used to classify documents bustitlimsufficient to classify Arabic documents.
Therefore, this study proposes an innovative meansatsity documents by using maximum entropy and
Arabic morphological derivatives.

The Arabic morphology considers special challenge to ctemipnal natural language processing system
.Arabic is a complicate languge due to its morpholaolig, reason produces Arabic IR researches depends
on Arabic morphology [14-21]. Arabic morphology becomes anl yigat of many Arabic information
retrieval system. Arabic offers unusual challengesifda driven. any word in Arabic language is consists of
a stem with a consonantal root and pattern. Furthermore, giosrdffixes and vowels; also sometimes the
same root with different vowels stands different meaning. kamele, there is a clear sense in which the
forms “4l& qalbu, which means heart in English%:%: galaba, which means turn in English” angl®
gallaba, which means stir in English” are morphologicedlgted to one another although they do not share
in meaning. Many research in AIR based on stem [222Bhming is a method used in IR. These require
deleting the vowels and it is a big mistake because mamgswmecome the same although they differ in
meaning.

In this paper, a new technique for Arabic document clasasifin is devolped using maximum entropy and
Arabic morphological derivatives. To discover the derivatifer words, we find all real derivatives
included in Arabic derivation such that; active, passive amgerative for a verb. In addition, Active
Participle, Passive Participle, The Elative, Nounh&f Instrument, The Adverb and Intensive Adjective for
noun. Then construct a morphological derivatives frame for eact with its all possible derivatives and
its relation. For example the word-X, kataba which means in English wrote” has a relatioh thi¢ word
“i&, kaatab which means in English writer” as Active Participl

The rest of this paper is organized as follows; Sectiatefhes maximum entropy and how use it to
document classification. In Section 3 Arabic morphology digsussed. Section 4 our new algorithm to
extract all derivatives of FA words will illustrate. $Siea 5, explains Conclusion and future work.

2 Maximum Entropy for Text Classification

2.1 Maximum entropy modeling

Maximum entropy is a technique for learning probabilityribstion from data. Maximum Entropy was in
the beginning used to guesstimate how much of the dathecpacked together before they are transmitted
over a communication channel [24,25,26]. Entropy measuresvédrage uncertainty of a single random
variable X:
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H(p) = H(X) = Yxex P(Olog, P(x),
Where p(x) is the probability mass function of the random vaziAbl

On the other hand, in natural language processing, we twdntate a model to make the most of the
entropy.

Numerous troubles in natural language processing can be rakftech as statistical classification problems.
particularly, in text classification we consider the tebessification task to be a process W which takes as
input a document d and produces as output a class c. The oluthatprocess W may be affected by some
contextual information X, whose domain is all the posdistéual information contained in the document d.

2.2 Maximum entropy for text classification

The rule of Maximum Entropy (ME) is base the ideattivhen estimate the possibility distribution, one
should select that distribution which leaves you the biggestual uncertainty.

The entropy could be maximized logically. Using the coigtiend the fact that the probabilities add up to
1, we expressed two of the unknown probabilities in terntiseofhird.

Next, the possible range of values of the probabilities eetermined using the fact each of the three lies
between 0 and 1. Then, these expressions were substitutethénformula for entropy S so that it was
expressed in terms of a single probability. Then amsegéral techniques could be used to find the value of
that probability for which S is the largest.

In order to apply maximum entropy for a domain, we neesktect a set of features to use for setting the
constraints.

For text classification with maximum entropy, we usedwoounts as our features. More specifically, in this
paper for each word-class combination we instantiatatarie as:

0 ifc*c
fwe(d,c) = N(d,w)  otherwise,
N(d)

whereN(d;w) is the number of times word w occurs in document d, and iSl{he number of words in d.
With this representation, if a word occurs often in one classyould expect the weight for that word-class
pair to be higher than for the word paired with othersgasin most natural language tasks using maximum
entropy the features are natural binary features. Inctagsification, we expect that features accounting for
the number of times a word occurs should improve clastdita

3 Arabic Morphology

Morphology is Part of linguistics which study word formation atrdcture. It is consists of inflectional
morphology and derivational morphology [27,28,29,30]. ktftenal morphology is distinct as the apply of
morphological methods to form, inflected word forms franlexeme. Inflection word forms show
grammatical associations between words. However, dematimorphology is apprehensive with the
derivation of new words from other words using derivatioff@es. A root or a morpheme is the minimum
item of language which has a meaning [31,32]. The morpholdggealing out is needed in natural language
processing to handle inflected word forms. An Arabic wasthposed of a stem. A stem is consists of a
consonantal root and a pattern. also, it contains affixdssawels. There are 15 trilateral form, of which at
least 9 are familiar. Within each conjugation pattern, arresipi@ttern is found. Two voices (active and
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passive) and tense (perfect and passive) and five moodisative, subjective, jussive, imperative and
energetic).

3.1 The Arabic vowels

Arabic has 3 vowels, Fat-ha (A), Kasra (E/l) and> Damma (U) These are marks that go on top or
underneath a letter. If a letter has a vowel, it maéhat vowel comes after that letter. You can “double”
these vowels; this will add the sound of the letter Matend. This doubling can only happen at the end of a
word like 2 Kasra (EN),52 Fat-ha (AN),& 2 Damma (UN). If a letter has no vowel after it, we put a
special symbol on top of that letter to indicate it, #ysbol is called a Sukoon like (= Yaa (EE)
Aleph (AA), ¥ Waw (UU),~Yaa Leen (El),> Waw Leen (AW)). If there is a letter with a Sukoon, thies
same letter in the same word again, the two lettdidwiwritten as one and a special symbol will be pace
on top of the letter to indicate this, This symbol ileththe Shadda® The vowel of the second letter is
placed on top of underneath the Shadda, not on top of underhed#iter itself. The letters Aleph, Waw
and Yaa can act as long vowels. The Aleph stretches tHeaRaowel to form a long AA sound. The Waw
stretches the Damma vowel to form a long OO sound. The tretates the Kasra vowel to form a long EE
sound. So, Aleph must always have a Fat-ha before it.&8iynif Waw is acting as a long vowel, it will
have a Sukoon on it and a Damma before it, And if Yaatiagas a long vowel, it will have a Sukoon on it
and a Kasra before it. Waw and Yaa can also act asvaewmels. Waw can form the semi-vowel AW / OW,
as in “Howl". Yaa can form the semi-vowel El, as in Haies This will happen if they have a Sukoon and a
Fat-ha before them. Several words in Arabic have the sgeking but with different vowels yields to
different meaning. For examples, the wotls maaleka, which means owner in English) and the w#¥d (
moleka which means Sovereignty in English).Also, the we#d: (nyaat which means the person who will
die but he still alive in english) and the wordi{ myt which means the person who actually died in
English). Also, the word:(% : karah which means in English the hardship which affetttsi outside of
itself and with force) but the word £ : koreh which means in English the hardship which affect theahu
from itself and wish it like Pregnancy and childbirth fawmen). By this example, we can know that Arabic
language is a different language not complex but amaFaogthis, we must treat it as a special case, not
like other languages. In this paper, proposed a new itgghno find a derivation frame for any word in
Arabic with its relation for the word. In addition find theal derivatives for words, not useless derivatives.
This will be very effective in document summarization.

4 Derivatives Frame and Its Algorithm

Arabic morphology contains more derivatives and this is prepast and imperative verbs for masculine,
feminine, dual and plural. Also, actor, object, sourcdjedive, exaggeration formula, the name of
preference, the place name, the time name and instruraerg. For example, the verp® which means
opening in English. The important derivatives as follows:

1- Actor the person who opensgs” means opener.

2- Object, Signed by the act like 52" means the opened.

3- The place where openings”.

4- Machine name or the instrument of openig§”, which means key in English.
5- Derivatives verbs

In this paper we treat with not only the word, but the worth\tiis derivatives and find the maximum
entropy for words and its derivatives.
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Algorithm 1: FAD word algorithm
Input: a set of words

Output: a set of DW sets, DW=W,, W,p, ..., Wp }. where, w;p is a set of  derivatives for the word
wil<i<sn tx/wip={Wpi,Wip,, ., Wip,,}

Method

Let A = {w;,w,, ...,w,} is a set oPFA,SPFA

Vw; €4, 1<i<n
Find w;z4p , Wherew,z,pis the set of derivatives for each wong € A.

{
IfL,, =3, Ly, is the length of a word
let w;= C,C,C5 ,where C’s is an actual letter or
then
{

PrsM=1y, C; C3, y=y
PrsF=1¢, C, C5, T=<
PrDM=y C, C, C3, y=¢ , a=
PrDF=TC, C, C5,T=2, a=

PrPM=yC, C, C;, y=¢ , wo=l
PrPF=TC, C, C5, T==, N=¢
}

If (Vl =3 A VZ = -{7}) then

SC,5CW0 &, Y= , WO
PIPF=T 6C,6C,0CN &, T==, N= o

PrSM= y&C,&C, 00, y=¢
PrSF= ToC, ¢ :
PIDM=y &C,5C,0Ca 5, y=¢ , a=)
PIDF= T &(C,5C,0Ca s, T==, a=)
PrPM=y &€, 5C,C3W0 &, y=¢ , Wo=s
PrPF=T &€, 5C,0CN &, T=<, N=¢
}
Or
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40, 5C,5C05a s, T=w, a=)
PrPM=y -::f:-»Cl-»:f::sCZ-»:’::sC3WO &, y=¢ , WO
PrPF=T ‘C1°C2 JC3N ‘, T=& , N=y
}

Adjective6: C,5:C,V,CsVsas
Adjective?: C,V,C,5yCy
Exaggeration formuld.:
Exaggeration formul2:
Exaggeration formula:
Exaggeration formula:
Exaggeration formuld:

Exaggeration formul®: m::C,5C,5 Cy

Exaggeration formul&@: my C,5C,y C; ,y ==
Name of preference: a’ C,V,C,V,C;V, ,a3

Name of place and time: m% C;5C,5C; ,m==
instrument name 1: mo C;5C,5C; ,m==
instrument name 2: ms C;5C,% aéC; ,m==, a=
instrument name 3: mo C;$C,5C3haa ,m= , haas

}

Where, PrSM: Present Singular Male, PrSF: Present Singeéenale, PrDM: Present Dual Male, PrDF:
Present Dual Female, PrPM: Present Plural Male, PrPF: Rm&sPlural Female, PrSM: Present Singular
Male, PrSF: Present Singular Female, PrDM: Present Dhklle, PrDF: Present Dual Female, PrPM:
Present Plural Male, PrPF: Present Plural Female, PrSRfesent Singular Male, PrSF: Present Singular
Female, PrDM: Present Dual Male, PrPM: Present Plurahliel PrPF: Present Plural Female, PSM: Past
Singular Male, PSM: Past Singular Female, PD: Past Dual, PPMstRdural Male, PPM: Past plural
Female, ISM: Imperative Singular Male, ISF: Imperative 8lag Female, ISF: Imperative Dual, IPM:
Imperative plural Male, IPF: Imperative plural Female, OSKbject Single Male, OSF: Object Single
Female, OSM: Object Single Male, OSM: Object Single Mal8M: Object plural Male, OSM: Object
plural Female, ASM: Actor Single Male, ASF: Actor SingleelAIDM: Actor Daul Male, ADF: Actor Daul
Femal, APM: Actor Plural Male, APF: Actor plural Femalt$M: Present Singular Male.

5 MED Clasification M ethod

Classification methods based on ME classification spegifcisume that it is possible to determine the
importance of a sentence on the basis of the words whittiede it. The most common way to achieve
this is to find all derivative morphology in the documetd find the sentences which contain these words.
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A classification of the source is produced by extractingwiibeds, which words and its derivatives that
appearance in the other document.

In this section we present the classification algorithm wiidepends on collects words which contains
words and derivation.

Maximum Entropy derivative Algorithm takes the input as adfetlerivative words, which eveny; is
belongs to a class. For every,, € wip the documents will assign to the class which contain the words.

Algorithm 2: Maximum entropy derivative algorithm
Input: a set of Drivatives Words, extracted by ME

FAD={ w;p, Wyp, ..., Wwop}. where, w;p is a set of derivatives for the wond;, 1 <i <n. :

*/wip= { Wipy» Wip,, ---lWiDm}
Output: classification documents
Method

Vwip, €Wwp, 1<i<n, 1<j<n
If Wip; € DW ,DW is the document words
Vwip, assign the documents to the class which comw@'Jn

End

6 Conclusion and Future Work

The paper offered an alteration of existing Arabic morphobdg@ioalysis technique to make them fit for the
requirements of AIR applications. In this paper, derivaframes based on morphological and knowledge
bases of verb lexicons can be related to produce a detafezsentation of texts. The technique described in
this paper has been applied to classification. For theefutark an experiment in large Arabic data will be
developed.
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