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Abstract

Carbon monoxide (CO) observations show a luminosity−line width correlation that evolves with redshift. We
present a method to use CO measurements alone to infer the molecular gas fraction ( fmol) and constrain the
CO−H2 conversion factor (αCO). We compile from the literature spatially integrated low-J CO observations of six
galaxy populations, including a total of 449 galaxies between 0.01�z�3.26. The CO data of each population
provide an estimate of the COa -normalized mean molecular gas fraction ( fmol/αCO). The redshift evolution of the
luminosity−line width correlation thus indicates an evolution of fmol/αCO. We use a Bayesian-based Monte Carlo
Markov Chain sampler to derive the posterior probability distribution functions of fmol/αCO for these galaxy
populations, accounting for random inclination angles and measurement errors in the likelihood function. We find
that the molecular gas fraction evolves rapidly with redshift, f z1mol µ + b( ) with β;2, for both normal star-
forming and starburst galaxies. Furthermore, the evolution trend agrees well with that inferred from the Kennicutt–
Schmidt relation and the star-forming main sequence. Finally, at z<0.1 normal star-forming galaxies (SFGs)
require a ∼5×larger αCO than starburst galaxies to match their molecular gas fractions, but at z>1 both star-
forming types exhibit sub-Galactic αCO values and normal SFGs appear more gas rich than starbursts. Future
applications of this method include calibrating Tully–Fisher relations without inclination correction and inferring
the evolution of the atomic gas fraction with H I observations.
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1. Introduction

In the Milky Way, star formation occurs in giant molecular
clouds (GMCs; e.g., McKee & Ostriker 2007), which are cold,
dense, and self-gravitating structures with a typical spatial
extent of ∼50 pc (e.g., Blitz 1993). As the apparent fuel of star
formation, molecular gas plays a key role in galaxy evolution
(e.g., Kennicutt & Evans 2012). Even though the sub-pc-scale
physics of star formation is still not well understood,
empirically the star formation rate (SFR) surface density is
found to tightly correlate with the molecular gas mass (Mmol)
surface density on kpc scales, following the Kennicutt–Schmidt
relation (e.g., Wong & Blitz 2002; Bigiel et al. 2008). As a
result, the fraction of molecular gas within a galaxy’s total
baryonic mass ( f M Mmol mol baryº ) determines its specific SFR
(sSFR=SFR/Må). In fact, the redshift evolution of the star-
forming main sequence (SFR∝Må; e.g., Noeske et al. 2007) is
interpreted as the evolution of the molecular gas fraction (e.g.,
Bouché et al. 2010). Being able to measure fmol directly as a
function of redshift is thus crucial for our understanding of the
evolution of star-forming galaxies (SFGs).

The brightest molecular lines from galaxies are emitted by
carbon monoxide (12C16O, hereafter CO) because it is the
second most abundant molecule and its low-level rotational
transitions are easily excitable in GMC-like environments.
Therefore, many previous studies of the molecular gas content
of galaxies have used the CO line luminosity to estimate the
total molecular gas mass, assuming that the two are related by a
CO−H2 conversion factor (see Bolatto et al. 2013, for a
review). Combined with stellar mass estimates from stellar
population synthesis modeling of the optical-to-infrared (IR)
spectral energy distributions (SEDs), the molecular gas fraction
can be estimated for individual galaxies at significant redshifts
(e.g., Tacconi et al. 2018), where the atomic/ionized gas

contribution is likely negligible due to higher molecular-to-
atomic gas ratios (e.g., Obreschkow & Rawlings 2009; Lagos
et al. 2011). Using this approach, fmol is found to increase with
redshift and correlate with sSFR—albeit with large scatters
(e.g., Tacconi et al. 2010, 2013)—as is expected from the
Kennicutt–Schmidt relation. However, stellar mass estimates
from population synthesis models are known to suffer from a
number of systematic degeneracies. In particular, different
assumed star formation histories alone can lead to stellar mass
estimates that differ by almost an order of magnitude (e.g.,
Michałowski et al. 2012). To avoid such uncertainties, here we
propose to estimate the molecular gas fraction using the Tully–
Fisher relation.
The original Tully–Fisher relation (TFR; Tully &

Fisher 1977) is an empirical correlation between the B-band
absolute magnitude and the H I 21 cm line width of local disk
galaxies. In the past four decades, multiple flavors of the TFR
have been established by using luminosities at longer
wavelengths (e.g., Tully & Courtois 2012; Sorce et al. 2013;
Tiley et al. 2016) and/or by adopting kinematics traced by
other emission lines, e.g., [O II] λ3776 (Chiu et al. 2007) and
CO (Schoniger & Sofue 1994; Ho 2007; Davis et al. 2011). In
addition, the relation is also expanded to samples at significant
redshifts (e.g., Chiu et al. 2007; Cresci et al. 2009; Turner et al.
2017; Übler et al. 2017). Given the almost constant mass-to-
light ratio in rest-frame near-IR wavelengths, luminosity-based
TFR can be converted to mass-based TFRs (McGaugh 2012;
Zaritsky et al. 2014; Tiley et al. 2016; Topal et al. 2018),
providing a method to estimate galaxy masses from simply a
line profile.
Here we present a method to measure the evolution of

molecular gas fraction in massive galaxies between 0<z<3
using the CO TFR. This Letter is organized as follows: in
Section 2 we describe the compilation of galaxy-integrated CO
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line widths and luminosities, in Section 3 we introduce the
Bayesian-based statistical method to infer the molecular gas
fraction from CO data and the TFR, and in Section 4 we
present our results and discuss the systematic uncertainties. We
close with a summary and discuss future applications of
this method in Section 5. Throughout we adopt the
ΛCDM cosmology with 0.3mW = , 0.7W =L , and H0 =
70 km s Mpc1 1- - .

2. Data Compilation

We have compiled spatially integrated low-J (Jup�3) CO
measurements of 449 galaxies between 0.01<z<3.26 from
the literature. Low-J transitions are preferred over high-J
transitions because they have: (1) less extreme excitation
conditions, (2) lower scatter in the CO spectral line energy
distribution (e.g., Greve et al. 2014), and (3) more spatially
extended distribution (e.g., Ivison et al. 2011; Saito et al. 2017).
To carry out our analysis in Section 3, we only need three
observables—the redshift, the line flux, and the line width.

The redshift and the line flux coupled with a cosmology give
the CO line luminosity (LCO¢ ), which is normally defined as the
velocity-area-integrated CO brightness temperature (Solomon
et al. 1997):

L S V D z3.25 10 1 1LCO
7

CO obs
2 2 3n¢ = ´ D +- -( ) ( )

where SCOΔV is the integrated line flux in Jykms−1, νobs is
the observed frequency in GHz, DL is the luminosity distance
in Mpc. The resulting LCO¢ is in units of L K km s pcl

1 2º - . To
homogenize the different cosmologies adopted in the various
references, we have converted the reported LCO¢ to our adopted
cosmology. Additionally, we convert LCO¢ from higher J
transitions to the equivalent CO(1 0 ) luminosity using the
observed mean correction factor: R L LJ J J1 CO 1 CO 1 0º ¢ ¢ -  .
For (ultra-)luminous infrared galaxies (U)LIRGs and
submillimeter-bright galaxies (SMGs), we adopt the mean
SMG values of R21=0.85 and R31=0.66; and for the normal
SFGs, we adopt R21=0.9 and R31=0.6, which are the mean
values from high-redshift color-selected SFGs (see Table 2 in
Carilli & Walter 2013).

We adopt the FWHM (hereafter w in kms−1) values
reported in each reference to characterize CO line widths. The
spectral resolutions are generally much smaller than the line
widths, so instrumental broadening has a negligible effect.
We note that these surveys measure w in various ways, and the
values were often estimated from best-fit parametrized models
to the actual spectra. However, as shown by previous studies
(e.g., Bothwell et al. 2013; Magdis et al. 2014; Tiley et al.
2016), there are no systematic offsets among the w-values
derived from different techniques, because the parameterized
models must represent the observed line profiles reason-
ably well.

The compiled references are listed in Table 1. We have
grouped them into six populations based on their redshift range
and source selection criteria. Our compilation is not intended to
be complete; instead, we have selected the references that
include relatively large numbers of objects (N�8) in their
corresponding category to minimize inhomogeneity in the data
set. There are three populations of normal SFGs and three
populations of starburst galaxies.

1. Local SFGs: We include CO(1 0 ) detections of 214
galaxies between 0.025<z<0.05 from the CO Legacy
Database for the GALEX Arecibo Sloan Digital Sky
Survey (SDSS) Survey (COLDGASS; Saintonge et al.
2011, 2017). This survey used the Institut de Radio-
astronomie Millimétrique (IRAM) 30m telescope
and targeted 366 stellar-mass-selected galaxies
with 1010Me<Må<1011.5Me. We deliberately exclude
the 166 galaxies in the COLD GASS-low sample
(Må<1010Me and z<0.02), because these galaxies are
not massive enough to be comparable with the samples at
higher redshifts. The CO line widths were measured using
the method of Springob et al. (2005), which fits a linear
slope to each side of the line profile and takes the width at
half maximum of these fits.

2. Local (U)LIRGS: We include CO(1 0 ) detections of
68 galaxies in 56 (U)LIRGs with LIR>1011 Le between
0.01<z<0.09 from Yamashita et al. (2017). The
reported CO line widths were measured directly from the
emission profiles. These galaxies were observed using
the Nobeyama Radio Observatory (NRO) 45 m telescope
and were selected from the Great Observatories All-sky
LIRG Survey (GOALS; Armus et al. 2009).

3. Intermediate-redshift SFGs: We include 49 CO(1 0 )
Atacama Large Millimeter/submillimeter Array (ALMA)
detections of galaxies between 0.03<z<0.33 from
Villanueva et al. (2017). The galaxies were selected from
the Herschel-ATLAS survey to have >3 σ detections in
both the 160 μm and 250 μm bands. The reported line
widths are measured from best-fit single-Gaussian
profiles.

4. Intermediate-redshift ULIRGs: We include IRAM 30m
CO detections of 28 galaxies between 0.61<z<0.91
from Combes et al. (2011, 2013) and 8 galaxies between
0.22<z<0.44 from Magdis et al. (2014). The galaxies
in Combes et al. (2011, 2013) and Magdis et al. (2014)
are ULIRGs with LIR>1012.45 Le and detected at 60 μm
(IRAS) and 250 μm (Herschel-SPIRE) respectively. Both
samples obtain w from the best-fit single-Gaussian
models to the line profiles.

5. High-redshift SFGs: We include CO(3 2 ) detections
of 51 main-sequence galaxies between 1.00<z<2.43
from the Plateau de Bure HIgh-z Blue Sequence Survey
(PHIBBS; Tacconi et al. 2013). These galaxies have
M M2.5 1010
 > ´  and SFR M30 yr 1> -

 . The
authors report the characteristic circular velocity (vc)
estimated from either the line FWHM for unresolved
sources or the inclination-angle-corrected velocity gra-
dient for resolved sources. Because the line FWHMs, the
velocity gradients, and the inclination angles are not
listed in their tables, we use the isotropic virial estimate
adopted by the authors for all their galaxies to convert vc
to w: w v 8 ln 2 3 1.36c = =( ) .

6. High-redshift SMGs: We include 19 CO detections of
SMGs (S850>1 mJy) between 1.19<z<3.10 from
Bothwell et al. (2013). Line widths are from the intensity-
weighted second moment of each CO spectrum, con-
verted to the equivalent Gaussian w. The authors argue
that this method is better for low signal-to-noise spectra,
where Gaussian fits may fail to achieve sensible results.
We also include CO(1 0 ) detections of 12 Herschel-
selected bright SMGs using the 100-m Green Bank
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Telescope (GBT) between 2.19<z<3.26 from Harris
et al. (2012). The reported line widths come from the
best-fitted single-Gaussian profiles. Because these
Herschel galaxies are gravitationally lensed, we correct
the observed LCO¢ using the magnification factors from the
lens models of Bussmann et al. (2013).

We present all of the CO measurements in Figure 1. The
various populations show a similar distribution in line width
with a median around 300 kms−1, except the SMGs, which
show a ∼0.2 dex offset to higher velocities. On the other hand,
the line luminosities increase with redshift, as expected from
the limited instrument sensitivity. Even without correcting the
line widths for the inclination angles, the correlation between
LCO¢ and w is evident within each galaxy population. This is
expected from the TFR if the galaxies in each population have
similar molecular gas fraction ( f M Mmol mol baryº ) and
CO−H2 conversion factor ( M LCO mol COa º ¢ ). The dashed
lines in Figure 1 show the expected correlations at a range of
fixed fmol COa ratios, and they seem to fit the data points well
if we allow fmol COa to vary among populations. This hints at
an evolution that we will explore in detail in the next sections.

3. Analysis Method

The CO line luminosity LCO¢ traces the molecular gas mass
Mmol through the CO−H2 conversion factor, while the
inclination-corrected line width (W w isinº where i=0 is
face-on) provides a measure of the baryonic mass Mbary

through the TFR. Therefore, each CO measurement pair of LCO¢
and W offers an estimate of the ratio between the molecular gas
fraction ( fmol) and the CO−H2 conversion factor ( COa ):

L

M

L

M

M

M

f
f 2CO

bary

CO

mol

mol

bary

mol

CO
mola

¢
=

¢
= º ¢ ( )

For simplicity, we have defined the above ratio as fmol
¢ , the

COa -normalized molecular gas fraction. Our goal is to measure
the average fmol

¢ values of different galaxy populations as a

Table 1
Compilation of CO Measurements and Best-fit Model Parameters

Referencesa Telescope Redshift Range N Sourcesb CO Jup flog mol
¢ c σ d fmol

e

L Mlog l
1-

( ) (dex)

Local Star-forming Galaxies 0.03–0.05 214 1 1.85 0.04
0.05- -

+ 0.46 0.04
0.04

-
+ 1.4 %0.2

0.1
-
+

Saintonge et al. (2017) IRAM 30 m 0.03–0.05 214 1
Local ULIRG 0.01–0.09 68 1 1.18 0.10

0.10- -
+ 0.62 0.07

0.08
-
+ 6.7 %1.7

1.3
-
+

Yamashita et al. (2017) NRO 45 m 0.01–0.09 68 1
Intermediate-redshift Star-forming Galaxies 0.03–0.33 49 1 0.90 0.09

0.09- -
+ 0.48 0.07

0.08
-
+ 12.6 %2.4

2.9
-
+

Villanueva et al. (2017) ALMA 0.03–0.33 49 1
Intermediate-redshift ULIRGs 0.22–0.91 36 1,2,3 0.52 0.12

0.12- -
+ 0.60 0.08

0.10
-
+ 30.3 %9.7

7.4
-
+

Combes et al. (2011, 2013) IRAM 30 m 0.61–0.91 28 2,3
Magdis et al. (2014) IRAM 30 m 0.22–0.44 8 1,2,3
High-redshift Star-forming Galaxies 1.00–2.43 51 3 0.36 0.10

0.11- -
+ 0.57 0.08

0.09
-
+ 44.1 %12.2

9.4
-
+

Tacconi et al. (2013) PdBI 1.00–2.43 51 3
High-redshift Submillimeter Galaxies 1.19–3.26 31 1,2,3 0.54 0.09

0.09- -
+ 0.36 0.06

0.08
-
+ 28.7 %6.7

5.4
-
+

Bothwell et al. (2013) PdBI 1.19–3.10 19 2,3
Harris et al. (2012) GBT 100 m 2.19–3.26 12 1

Notes.
a The six galaxy populations in our study are highlighted in bold font, followed by the included references.
b Bold face values indicate the total number of sources in each population.
c The best-fit COa -normalized molecular gas fraction f flog logmol mol COa¢ = ( ) (see Section 3).
d The best-fit dispersion parameter σ in dex, which captures the observational errors and the intrinsic scatter in the baryonic TFR (see Sections 3 and 4.2).
e The molecular gas fraction calculated from flog mol

¢ assuming a CO−H2 conversion factor of M L1.0 lCOa =  .

Figure 1. Compiled CO measurements of the six galaxy populations in
Table 1. (a) CO luminosity (LCO¢ ) vs. line FWHM (w). Data points are color-
coded by their population, as described by the legend. Typical errors are 25%
(0.11 dex) in w and 15% (0.07 dex) in LCO¢ . The dashed lines show a range of
f fmol mol COa¢ º values used to convert line width-inferred masses to LCO¢
(refer to Equations (2) and 3). (b) Distributions in line luminosity, plotted in
units of fraction per dex for 0.2 dex bins. (c) Distributions in line width, plotted
in units of fraction per dex for 0.12 dex bins.
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function of redshift, from only a pair of CO-based observables.
The detailed procedures are described below.

To estimate Mbary, we adopt the CO baryonic TFR in the
form of

M

M
a b

W
clog log

km s
, 3

bary = + -


⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥ ( )

where W is the inclination-corrected CO line width, i.e.,
W w isin= . For comparison, the CO stellar-mass TFR
derived by Tiley et al. (2016) is

M

M

W

log 10.51 0.04

3.3 0.3 log
km s

2.58 , 4

 = 

+  -



⎜ ⎟

⎛
⎝⎜

⎞
⎠⎟

⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥( ) ( )

which is calibrated using a large sample of local SFGs from
COLD GASS (Saintonge et al. 2011, 2017). By incorporating
the atomic gas mass from GASS (Catinella et al. 2018) and the
Arecibo Legacy Fast ALFA (ALFALFA; Haynes et al. 2018),
and the stellar mass and the molecular gas mass from COLD
GASS, we can estimate the average stellar mass fraction,
f M M M M M Mbary H molI   º = + +( ), for the COLD
GASS galaxies. As expected, these galaxies are dominated
by stellar mass with f 80%á ñ  , which indicates that this
stellar-mass TFR is a good approximation of the local baryonic
TFR. We thus apply a small baryonic-mass correction
(1/få=1.25 or 0.1 dex) to Equation (4) to obtain the
coefficients of the CO baryonic TFR:

a
b
c

10.61 0.04
3.3 0.3
2.58. 5

= 
= 
= ( )

The advantage of a baryonic TFR is that the same locally
calibrated relation may still be valid at higher redshifts, because
neither the dynamical equilibrium physics nor the baryonic-to-
dark-matter mass ratio of halos is expected to strongly evolve
with redshift (McGaugh 2012). In contrast, the stellar-mass
TFR evolves with redshift (Cresci et al. 2009; Miller et al.
2011, 2012), likely because of the increase in gas fraction with
redshift.

To utilize the TFR for the mass estimation of individual
galaxies, one must correct the line width for the inclination
angle of the disk, which is not always available especially at
high redshifts due to limited spatial resolution. Therefore, we
correct the inclination angles statistically, by considering the
galaxies in each population as randomly oriented disks. We can
determine the average fmol

¢ of the population by matching the
distribution of observables with the expected probability
density function (PDF).

We begin by expressing the relations between the observed
properties w L, CO¢( ) and their true values as

w w

L L

log log

log log . 6
w

L

true

CO CO,true





= +
¢ = ¢ +

( )
( )

Here, w W isintrue trueº is the true line FWHM. The random
variables (òw and òL) represent the fractional measurement

errors:

w

w

w w

w

L

L

L L

L

log
1

ln 10

log
1

ln 10
. 7

w

L

true

true

true

CO

CO,true

CO CO,true

CO,true





º
-

º
¢

¢

¢ - ¢

¢



 ( )

Next, we rewrite the COa -normalized molecular gas fraction
fmol
¢ defined in Equation (2) using the relations in Equation (6)

and the TFR in Equation (3) as

f L M

L
a b w i c

log log log

log
log log sin . 8

L

w

mol CO,true bary,true

CO 



¢ = ¢ -

= ¢ -
- + - - -

( )
[ ( ( ) )] ( )

Finally, we can rearrange the above equation and get

L a b w c

f b b i

f X

log log

log log sin

log , 9

L w

CO

mol

mol

 

¢ - + -

= ¢ + - -

º ¢ +

[ ( )]
( )

( )

in which the left side is a combined observable that can be
determined from the CO measurement pair w L, CO¢( ), while the
right side is the sum between flog mol

¢ and a linear combination
of three random variables, expressed as X bL w º - -
b ilog sin( ). If the PDFs of these random variables are known,
one can estimate flog mol

¢ by matching the expected PDF of

f Xlog mol
¢ + to the observed distribution of L alog CO¢ - +[

b w clog -( )] for a galaxy population.
As a linear combination of three independent random

variables, the PDF of X is the convolution of their individual
PDFs:

f x f x f x f x . 10X b b ilog sinL w = * *- -( ) ( ) ( ) ( ) ( )( )

Because òw and òL represent fractional measurement errors
(Equation (7)), we can assume that they are drawn from two
Gaussian distributions with dispersions of σw and σL,
respectively. Their convolution is still a Gaussian, and we
have the PDF of (òL−bòw):

f x e
1

2
11b

x 2
L w

2 2

  s p
= s

-
-( ) ( )

b . 12w L
2 2 2 2s s s= + ( )

On the other hand, given the PDF of the inclination angle i for
random orientations, f x xsini =( ) for 0�x�π/2, we derive
the PDF of b ilog sin- ( ):

f x b
x

x

ln 10 10

1 10
0

0 0

13b i

x b

x blog sin

2

2


= -
<

-

-

-

⎧
⎨⎪
⎩⎪

( ) ( )( )

Its convolution with Equation (11) gives the expected PDF of
X:

f x
b

e dt
ln 10 10

1 10

1

2
,

14

X

t b

t b

x t

0

2

2

22 2

ò s p
=

-
s

¥ -

-
- -( )

( )

( )

which peaks near zero. As a result, the PDF of f Xlog mol
¢ +

peaks near flog mol
¢ .
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To obtain the model parameters ( fmol
¢ , σ) that best describe

the data, we write down the likelihood function of the observed
data set w L,k kCO,¢{ } given a model described by fmol

¢ and σ as

f p w L f f x, , , , 15k k
k

X kmol CO, mol s s¢ º ¢ ¢ =( ) ({ }∣ ) ( ) ( )

where fX is from Equation (14) and xk is calculated for the kth
galaxy in the population

x L a b w c flog log log . 16k k kCO, mol= ¢ - + - - ¢[ ( )] ( )

This likelihood function is maximized when the model
parameters best describe the observed data set. Using Bayes’
Theorem, the posterior PDF of the model given the data,
p f w L, ,k kmol CO,s¢ ¢( ∣{ }), is the product of the likelihood

function and the model prior p f ,mol s¢( ):

p f w L f p f, , , , . 17k kmol CO, mol mols s s¢ ¢ µ ¢ ¢( ∣{ }) ( ) ( ) ( )

To sample the posterior PDFs and quantify the best-fit values
of ( fmol

¢ , σ) and their uncertainties, we use the Affine Invariant
Markov chain Monte Carlo (MCMC) Ensemble sampler
implemented in Python code emcee3 (Foreman-Mackey
et al. 2013). We assume bounded “flat” priors for both

flog mol
¢ and σ: f10 log 10mol - ¢ and 0�σ�10.

4. Results

In Table 1, we report the the median values of the
marginalized posterior distributions from the MCMC chains
as the best-fit parameters and the 15.8% and 84.1% values
as the 1σ confidence intervals. To illustrate how well our
models describe the data, in Figure 2 we compare the model
PDFs using the best-fit parameters from emcee and the
observed distribution of L a b w clog logCO¢ - + -[ ( )] for
each galaxy population. For all six populations, the model
PDFs fit the histograms quite well, validating the emcee
results.

4.1. The Evolution of Molecular Gas Fraction

In the previous section, we have shown that the CO
measurements alone can provide an estimate of the mean
molecular gas fraction for a galaxy population, given a
baryonic TFR and a CO−H2 conversion factor. The histograms
and best-fit models in Figure 2 clearly show a redshift
evolution of the COa -normalized molecular gas fraction
( fmol
¢ ), as highlighted by the offsets in their peaks. To better

illustrate this redshift evolution, we plot fmol as a function of
redshift in Figure 3 for the six galaxy populations compiled in
Table 1. To convert fmol

¢ to fmol, we have applied a fiducial αCO

value of 1Me/Ll for all populations in both Figure 3 and in
Table 1. The redshift evolution of the gas fraction is evident,
and it roughly follows a power law f z1mol µ + b( ) with
β∼2 between 0<z<3.

As a consistency check, we compare our results with the
observed redshift evolution of the star-forming main sequence.
The molecular gas fraction can be inferred from the normal-
ization of the star-forming main sequence (i.e., the specific
SFR, sSFR=SFR/M) and the Kennicutt–Schmidt star
formation relation (SFR=Mmol/τ, where τ is the gas

depletion timescale) because

f
M

M M

sSFR

1 sSFR
. 18mol

mol

mol 

t
t+

=
+

 ·
·

( )

For main-sequence SFGs, it is appropriate to use a gas
depletion timescale of τ∼0.7 Gyr (e.g., Tacconi et al. 2013;
Saintonge et al. 2017).4 The observed sSFR of main-sequence
SFGs depends strongly on redshift and mildly on stellar mass,
and the best-fit polynomial function is (see references in
Tacconi et al. 2013, for the original data)

M

M

z
sSFR 0.68 Gyr

6.6 10

1

2.2
. 191

10

0.35 2.8
=

´
+-

-


⎜ ⎟

⎛
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⎞
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⎛
⎝

⎞
⎠ ( )

Using the above two relations, we can infer fmol at any given
redshift and stellar mass. The curves and shaded areas in
Figure 3 show the inferred evolution of fmol at fixed stellar
masses of M=109, 1010, 1011 M. Without making any
adjustments, our results closely follow the trend inferred from
the observed evolution of the main sequence in Figure 3.
Almost all of the data points follow the curve for a stellar

Figure 2. CO data vs. best-fit model for normal star-forming populations (left
panels) and starburst populations (right panels). The histograms show the
distributions of the vertical offsets of the data points from the left-most dashed
line in Figure 1, which is calculated as L a b w clog logCO¢ - + -[ ( )] (i.e., the
left side of Equation (9)). The black solid curves show the PDF of f Xlog mol

¢ +
(i.e., the right side of Equation (9)) using the best-fit parameters from the
MCMC chains. The color-shaded regions around each curve show the 1σ
confidence intervals of the PDFs, and the dashed vertical lines indicate the best-
fit flog mol

¢ . To compare with the PDFs, the histograms are plotted in units of
fraction per dex for 0.2–0.6 dex bins. The error bars indicate Poisson noise.
These histograms are shown for illustration only and are not used in the
inference of best-fit parameters.

3 http://dfm.io/emcee

4 Note that Tacconi et al. (2013) inferred a ∼2×longer gas depletion
timescale (τ=1.5 Gyr at z∼0) from COLD GASS because the SFR at
Må∼1010.5 M used in Saintonge et al. (2017) is ∼2×lower than the best-fit
SFR from Equation (19). For consistency, we adopt τ=0.7 Gyr at all
redshifts.
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masses between M10 1010 11
< < M, except for the local

SFGs and the high-z SMGs.
For the local SFGs, the plotted fmol lies significantly below

the shaded area because a higher Galactic-like CO−H2

conversion factor is more appropriate for these galaxies. Using
the Milky Way value of M L4.3 lCOa =  , fmol increases from
1.4% to 6.0%, approaching the shaded area in Figure 3 and
becoming consistent with that of local (U)LIRGs (6.7 %1.7

1.3
-
+ ).

By design, this is in perfect agreement with the mean molecular
gas fraction of fmol;6% for the same COLD GASS sample,
based on a direct calculation using their stellar masses, H I
masses, and molecular masses (M M M Mmol HI mol + +( )).
But on the other hand, if we assume that local SFGs and local
(U)LIRGs should have similar molecular fractions, then the
best-fit fmol

¢ values would indicate that the former should have a
4.8±1.2 times greater COa value than the latter. This is
consistent with the findings from previous αCO studies of local
(U)LIRGs (e.g., Downes & Solomon 1998; Papadopoulos et al.
2012).

Our model shows that the SMGs have a mean molecular gas
fraction of f 28 %mol 7

5= -
+ for M L1.0 lCOa =  at z 2.5~ .

Similar to local SFGs, their data point lies significantly below
the solid curve in Figure 3. But for the SMGs, the adopted
starburst-like CO−H2 conversion factor is supported by other
observations (e.g., Magdis et al. 2011; Hodge et al. 2012;
Magnelli et al. 2012; Xue et al. 2018). There are two possible
ways to explain this result. First, the SMGs contain a large
fraction of mergers that are spatially unresolved in the CO
observations (e.g., Engel et al. 2010; Fu et al. 2012, 2013). The
relative velocities between merging components increase the
line widths and thus decrease the molecular gas fraction
inferred from the TFR. Second, the SMGs may have stellar

masses exceeding 1011 M, which is higher than the stellar
mass of high-z SFGs from the PHIBSS survey
(M 1010.5
 ~ M; Tacconi et al. 2013). The mean stellar mass

of SMGs is still a matter of debate, with estimates between
∼5×1010 M (Hainline et al. 2011) and ∼3×1011 M (e.g.,
Michałowski et al. 2010, 2012). Our current estimate is more
consistent with the higher estimate.
Lastly, if we were to adopt the higher Galactic-like CO−H2

conversion factor on the high-z SFGs, fmol would exceed 100%,
which is unphysical. We thus obtain an upper limit on the
CO−H2 conversion factor of M L2.3 lCO,SFG 0.4

0.9a < -
+

 for
SFGs at z 1.5~ . Similarly, for SMGs, the upper limit is
at M L3.5 lCO,SB 0.6

1.1a < -
+

 .

4.2. Systematic Uncertainties from the TFR

In the above analysis, we have ignored the uncertainties of
the TFR itself, which include uncertainties of the zero-point
mass (parameter a), the slope (parameter b), and the intrinsic
scattering (σint).
Tiley et al. (2016) quoted 1σ uncertainties of 0.04 dex in a

and 0.3 in b (which is also 0.04 dex because b=3.3). We
examine the systematic uncertainties of the best-fit fmol

¢ values
by varying the coefficients of the TFR and repeating the
analysis. We find that the above uncertainties of the a and b
coefficients translate to systematic uncertainties of fmol

¢ around
0.04, 0.06, and 0.1 dex for the local, intermediate-z, and high-z
samples, respectively. In all cases, the systematic uncertainty is
comparable to or smaller than the statistical errors from the
MCMC chains.
The measured TFR zero-point mass and the slope are also

known to vary among different studies, depending on their
choices of the kinematics and the mass tracers. For example,
the TFRs based on the asymptotic rotation velocity or the
velocity along the flat part of a resolved rotation curve typically
exhibit steeper slope (b∼4; e.g., Miller et al. 2011; McGaugh
& Schombert 2015; Papastergis et al. 2016) than those based
on line width (e.g., McGaugh 2012; Tiley et al. 2016).
Additionally, the TFRs using H I, Hα, [O II] may differ from
those using CO, because the kinematics tracers could sample
different spatial scales in a galaxy. We chose the CO TFR from
Tiley et al. (2016) to minimize the impact from these
systematics because it uses the width of a low-J CO line,
similar to the application in this study. Nevertheless, because
varying the TFR coefficients would change the estimated fmol

¢
values of all galaxy populations along the same direction, the
observed redshift evolution of fmol

¢ is unchanged.
At a given line width, an intrinsic scatter of

σint=0.1–0.2 dex in mass is expected in the baryonic TFR,
due to the variations in the mass concentration relation of dark-
matter halos and the baryonic-to-halo mass ratio (e.g.,
Dutton 2012). Because the intrinsic scatter of the TFR affects
the observables in the same way as measurement errors, the
dispersion parameter σ of our model should include the
contribution from σint; specifically, b w L

2 2 2 2
int
2s s s s= + + .

But the observational uncertainties are not qualified accurately
enough to separate the measurement errors and the intrinsic
scatter in σ. The expected intrinsic scatter of 0.1–0.2 dex is
significantly smaller than what we measured from the data
(σ;0.4–0.6 dex; see Table 1), which appear to be dominated
by the measurement error of line width (b σw∼0.35 dex for a
typical error of 25%).

Figure 3. Redshift evolution of the molecular gas fraction. The plotted fmol

values and their uncertainties are calculated from flog mol
¢ assuming

αCO=1.0 Me/Ll for all populations. Data points are plotted at the median
redshift of each population with horizontal error bars representing the redshift
range. For comparison, the dashed, solid, and dashed–dotted curves show the
inferred fmol evolution for stellar masses of 109, 1010, and 1011 M,
respectively, based on the observed evolution of the star-forming main
sequence and a Kennicutt–Schmidt relation (Equations (18) and 19).
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5. Summary and Future Prospects

In summary, we have developed a new method to infer the
mean molecular gas fraction of a galaxy population. This
method requires only spatially integrated low-J CO observa-
tions and corrects the inclination effects statistically. This is
possible because (1) the CO line luminosity traces with the
molecular gas mass through a CO−H2 conversion factor; (2)
the CO line width, once corrected for the disk inclination angle,
provides the total baryonic mass, Mbary, given a baryonic CO
TFR; and (3) the ratio of the two, L MCO bary¢ , is the

COa -normalized molecular gas fraction, defined as
f fmol mol COa¢ º . We use the expected PDF of the inclination
angle from randomly oriented disks to correct the inclination
effect statistically. The model also accounts for the measure-
ment errors and the intrinsic dispersion of the TFR in a
dispersion parameter σ. From the literature, we have compiled
CO measurements for three populations of normal SFGs and
three populations of starburst galaxies with redshifts stretching
between 0.01<z<3.26. We use Bayesian inference and the
MCMC sampler emceeto derive the joint and marginalized
PDFs for fmol

¢ and σ from the CO data of each populations. Our
main findings are as follows.

1. The molecular gas fraction increases rapidly with redshift
for both normal SFGs and starbursts. The evolution trend
is consistent with that indirectly inferred from the
observed evolution of the star-forming main sequence
and a Kennicutt–Schmidt relation;

2. By comparing the inferred fmol
¢ values for the local SFGs

and local (U)LIRGs, we find that the two populations
would have similar molecular gas fractions only if a
∼5×higher αCO conversion factor is used for the former
population, which is consistent with previous αCO studies
of local galaxies;

3. At higher redshifts (z>1), our results suggest a lower
starburst-like COa is applicable for both main-sequence
galaxies and starbursts. In fact, the upper limit of
molecular gas fraction at 100% translates to upper limits
of COa for these populations: M L2.3 lCO,SFG 0.4

0.9a < -
+


and M L3.5 lCO,SB 0.6

1.1a < -
+

 for high-z SFGs and star-
bursts, respectively;

4. The molecular gas fraction of SMGs is relatively low
compared to that of coeval main-sequence galaxies,
indicating a significant fraction of unresolved mergers
and/or an average stellar mass exceeding 1011 M.

Clearly, our results hinge upon the assumption that the
baryonic CO TFR does not evolve with redshift. Galaxy
formation models suggest weak evolution of the baryonic TFR
utilizing the maximum circular velocity (vmax), because
individual galaxies evolve along such scaling relations (e.g.,
Dutton et al. 2011). To extend the theoretical expectation to the
CO TFR we adopted, we have implicitly assumed a nearly
constant ratio between vmax and the CO FWHM. This
assumption can be tested with future spatially resolved
measurements of rotation curves in a large sample of galaxies
across a wide redshift range.

While our choice of the CO lines was motivated by their
availability in the literature, they are also favored for several
other reasons. First, they allow us to calibrate the TFR with
local galaxies and apply it at higher redshifts with the same
kinematic tracer (CO FWHM), thereby easing the concern of
the systematic biases introduced by different kinematic tracers

(see Bradford et al. 2016). Second, we have restricted the
sample to galaxies with low-J CO measurements, which are
expected to have a larger spatial extent than high-J CO
emission. In both local and high-z galaxies, we expect that a
substantial fraction of the low-J CO emission reaches the flat
part of the rotation curve (e.g., Downes & Solomon 1998;
Hodge et al. 2012; Xue et al. 2018; Pereira-Santaella et al.
2018). Lastly, given the higher gas fraction and larger
molecular-to-atomic ratio at high redshifts (e.g., Lagos et al.
2011), we would expect that the low-J CO lines are even more
effective at tracing global kinematics at high redshifts than in
nearby galaxies.
The likelihood method presented here can also be used to

measure TFRs without knowing the inclination angles of
individual galaxies, which is particularly useful for high-z
galaxies. Similar to the “inclination-free” maximum likelihood
estimation method of Obreschkow & Meyer (2013), a galaxy
sample only needs to have measurements of the mass (either
stellar or baryonic mass) and the line width to measure the
TFR. This Bayesian-based analysis can yield reliable measure-
ments of the TFR if the sample contains enough objects
(ideally N>50) and has roughly uniform measurement errors.
Future studies of the molecular gas fraction will certainly

benefit from more and better CO data from large surveys. The
Atacama Spectroscopic Survey (Walter et al. 2016) is a good
start toward a wide-field blind CO survey, while the next
generation Very Large Array (VLA) will further probe
unlensed CO(1 0 ) transitions at z>1.5 (Decarli et al.
2018; Emonts et al. 2018). In addition, one can apply the same
method on the original TFR tracer, the H I 21 cm line, to study
the atomic gas fraction evolution. Such a study will be viable
when H I detections of large samples of galaxies become
available up to z;0.6 with the VLA (e.g., Fernández et al.
2016) and up to z;1.4 with the Square Kilometer Array (e.g.,
Booth et al. 2009; Allison et al. 2015).
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acknowledge support from the National Science Foundation
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